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Abstract: The resolution of a mega-electron-volt scanning transmission electron microscope (MeV-
STEM) is primarily governed by the properties of the incident electron beam and angular broadening
effects that occur within thick biological samples and microchips. A precise understanding and
mitigation of these constraints require detailed knowledge of beam emittance, aberrations in the
STEM column optics, and energy-dependent elastic and inelastic critical angles of the materials being
examined. This simulation study proposes a standardized experimental framework for compre-
hensively assessing beam intensity, divergence, and size at the sample exit. This framework aims
to characterize electron-sample interactions, reconcile discrepancies among analytical models, and
validate Monte Carlo (MC) simulations for enhanced predictive accuracy. Our numerical findings
demonstrate that precise measurements of these parameters, especially angular broadening, are not
only feasible but also essential for optimizing imaging resolution in thick biological samples and
microchips. By utilizing an electron source with minimal emittance and tailored beam characteristics,
along with amorphous ice and silicon samples as biological proxies and microchip materials, this
research seeks to optimize electron beam energy by focusing on parameters to improve the resolution
in MeV-STEM/TEM. This optimization is particularly crucial for in situ imaging of thick biological
samples and for examining microchip defects with nanometer resolutions. Our ultimate goal is to
develop a comprehensive mapping of the minimum electron energy required to achieve a nanoscale
resolution, taking into account variations in sample thickness, composition, and imaging mode.

Keywords: electron sample interaction; MeV-STEM/TEM; Monte Carlo simulation; angular broadening;
biological sample; microchip; detector

1. Introduction

Imaging large and thick biological samples in their native states, such as the nucleus—a
complex network of DNA, RNA, and proteins with diameters ranging from 5 to 10 µm [1],
presents significant technical challenges that demand advanced microscopy techniques. In this
context, the mega-electron-volt scanning transmission electron microscope (MeV-STEM) has
emerged as a promising tool capable of accommodating samples with thicknesses exceeding
10 µm [2], though further validation of this capability is necessary. A high-energy MeV-STEM
has the potential to overcome the inherent limitations of low-energy electron tomography
(cryo-ET), which primarily involves uncertainties and prolonged processing times associated
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with the cryo-focused ion beam (FIB) slicing of large biological specimens. Traditional cryo-ET
techniques can produce only a few 300 nm-thick lamellae per hour, and acquiring a complete
high-resolution 3D image of a biological cell may take an entire day [3–6]. Moreover, charging
artifacts from lipid deposits, curtaining effects from density variations, and linear artifacts
from the milling process add significant complexity to imaging. Thus, rapid, efficient imaging
of thick samples at the nanoscale resolution is essential for advancing scientific discovery [2].

Recent advancements in photocathode guns and superconducting radio frequency
(SRF) cavities suggest that constructing a MeV ultrafast electron microscope (UEM) could
be feasible within a reasonable budget. Prior simulation studies and ongoing MeV-
UEM hardware development indicate that essential components, such as ultra-low emit-
tance photocathode guns, SRF accelerating cavities, and momentum apertures, have al-
ready been successfully demonstrated [2]. A MeV-STEM utilizes high-energy electrons
(≥3 MeV), which facilitate both elastic and inelastic scattering processes characterized
by small critical angles and deep penetration depths [2,7–10]. This unique attribute is
particularly advantageous for STEM imaging modes that focus on amplitude contrast [8],
which is essential for resolving intricate biological structures. In contrast, transmission
electron microscope (TEM) imaging modes predominantly rely on phase contrast [2], which
may not be as effective for such applications.

Optimizing electron beam parameters is crucial for maximizing the performance of
MeV-STEM/TEM in imaging large, thick biological specimens [7], examining microchip
defects (see Figure A1 in the Appendix A.1), and achieving nanoscale resolution. Key
parameters include electron beam emittance, energy, energy spread, and current density,
all of which directly influence imaging resolution and signal fidelity. The effects of angular
broadening are significantly more pronounced in thick biological samples compared to
sub-micron thin samples. The critical angles for elastic and inelastic scattering depend
strongly on electron energy [7], decreasing from 11.84 to 2.14 mrad for elastic scattering and
from 0.81 to 0.17 mrad for inelastic scattering as electron energy increases from 300 keV to
3 MeV. Therefore, to maintain a projected beam size on the nanoscale, a minimum electron
beam energy is necessary for specific sample thicknesses. Precisely optimizing electron
beam energy is crucial for achieving a balance between adequate penetration depth (see
Figure A2 in the Appendix A.2) and high signal fidelity, as well as minimizing the potential
damage to biological samples from electron interactions [2].

We conducted simulations over a wide range of beam energies (1 to 10 MeV), using
electron beam parameters based on a model proposed by Yang et al. [2] and the PEGASUS
accelerator [11–13]. The study includes samples with thicknesses ranging from 0.0 to
20.0 µm, chosen to represent biological compositions primarily composed of light elements
such as carbon, nitrogen, and oxygen [2,7,8], as well as silicon wafers commonly used in
microchip manufacturing.

We simulated transmitted electron intensity profiles and angular distributions [2,7,14],
with intensity profiles reconstructed by reverse-propagating the simulated detector signal
to the sample exit. This enabled us to analyze beam size, divergence, and the effects of
material interactions on electron beam attenuation. Such simulations can address funda-
mental questions, including potential deviations from the Beer–Lambert law under variable
detector collection angles and electron beam energies (see Figure A3 in the Appendix A.3).
The simulations employ a multislice wave optics method (Appendix A.1) to rigorously
model elastic scattering processes, while thermal diffuse scattering is incorporated via
the Einstein model, represented as an absorption potential to statistically capture inelastic
scattering processes [15,16]. Benchmarking these models against experimental electron
transmission data will enable a reliable assessment of their predictive accuracy.

Furthermore, adjusting the drive laser system to manipulate the electron bunch struc-
ture will allow us to explore how radiation damage to various biological samples correlates
with changes in electron bunch properties, such as structure, energy, and intensity (see
Figure A4 in the Appendix A.4). Beam damage effects present a fundamental limitation
on achievable imaging resolution, particularly with MeV electrons. This limitation could
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negate the advantages of high penetration depth and reduced inelastic scattering back-
grounds offered by MeV-TEM imaging, as illustrated in Figure A1c in the Appendix A.1.
This research will also incorporate an energy-resolved characterization of transmitted elec-
trons [17]. These advancements are expected to yield cost-effective designs for MeV-STEM
instruments, enhancing imaging resolutions through the optimization of electron beams
and focusing parameters for complex biological samples and microchip defects.

2. Results
2.1. Select Electron Energy

These simulations determine the optimal electron beam energy for a MeV-STEM
instrument designed for the nano-imaging of large, thick biological samples. The pri-
mary objective is to establish a standardized methodology that reliably provides detailed
information across a wide range of sample compositions and thicknesses [18–23]. Key
requirements include the precise characterization of beam intensity, divergence, and size
at the sample exit, with a particular focus on achieving divergence measurements within
a few to tens of milliradians, maintaining a precision of a few percent. For thin samples,
high resolution relies on tightly focusing the electron beam to sub-nanometer dimensions
on the specimen [8–10,24,25]. In contrast, when imaging thick biological samples using
MeV-STEM, the resolution is predominantly influenced by angular broadening (AB) as
electrons traverse the specimen [2,7]. AB accounts for the convergence, semi-angle of
the incident beam, and the broadening scattering resulting from the angular distribution
induced by all scattering events, including both single and multiple elastic and inelastic
scatterings [7]. This phenomenon can be quantitatively assessed by measuring divergence
at the sample exit.

Our initial investigations show the significant impact of electron beam energy on
AB [7]. To minimize the AB effects as electrons traverse the sample, precise control over
the accelerating voltage of the electron beam is crucial, adjustable within the range of
1 to 10 MeV. This flexibility facilitates the determination of the optimal electron beam
energy to mitigate AB effects. The electron source utilized in our study builds upon
advancements from previous MeV-STEM research, featuring an exceptionally low emittance
of 2 picometers [2]. This source, combined with optimized STEM column optics, enables a
precise electron beam focusing onto the sample, achieving a transverse size of 1 nanometer
and a convergence semi-angle of 1 milliradian [2,7]. In an ideal scenario where the electron
beam is precisely centered within the sample thickness, the maximum projected column
size of the electron beam as it passes through the sample is illustrated in Figure 1, and
plotted as a function of sample thickness.

Figure 1 incorporates data from our recently implemented numerical model [3], illus-
trating the behavior of electrons at various energies (0.3, 3, 10, 15, 20, 30, and 100 MeV)
traversing amorphous ice. Since amorphous ice closely mimics biological environments,
this provides insights analogous to those obtained from biological specimens under exami-
nation. For sample thicknesses below 10 µm, the projected beam size can be maintained
below 10 nm using an electron energy of 10 MeV (black curve in Figure 1a). However,
thicker samples up to 20 µm require an electron energy of 30 MeV (red curve in Figure 1a)
to achieve a projected beam size below 10 nm. Beyond 30 MeV (green dashed curve in
Figure 1a), increasing electron beam energy does not further reduce the maximum size, as
geometrical broadening due to electron beam emittance, energy spread, and associated
aberrations [3] become more influential than AB effects unless beam emittance can be
effectively controlled and further reduced from the optimal value [2,26–28].

In contrast, at low energy (300 keV), the beam size broadens much more rapidly,
reaching up to 100 nm with a sample thickness of 2.5 µm, as shown in Figure 1b. Our
ultimate goal is to establish a mapping of sample thickness to the minimum electron energy
required to achieve nanoscale resolution, as shown in Figure 1c.
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a constant emittance of 2 picometers across the electron energy range of 1 to 10 MeV. 
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implemented MC simulation framework. 
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to beam energies of 300 keV, 3 MeV, and 10 MeV, respectively. To mitigate the disconti-
nuities and fluctuations in these plots caused by a small number of electrons with large 
scattering angles, the beam size and divergence are plotted not only in RMS (circles), as is 
the case for the rest of the manuscript, but also using the corresponding values by includ-
ing 68% of the incident electrons in the distribution (lines). 

For the 300 keV case, the beam divergence and size at the sample exit are depicted in 
Figure 2a,b, respectively, with the detector beam size depicted in Figure 2c. As sample 
thickness increases from 1 to 10 µm, the beam size (including 68% electrons) at the detec-
tor expands from 29.0 mm to 145.03 mm, necessitating the detector’s closer placement to 
the sample exit (e.g., 1.5 cm). This increase is mainly due to beam divergence at the sample 

Figure 1. The maximum beam size of the probe when the electron beam is focused at the midpoint
of the amorphous ice sample thickness as a function of the sample thickness. (a) The plot includes
data for six different electron energies: 3 MeV (blue), 10 MeV (black), 15 MeV (cyan dash), 20 MeV
(cyan), 30 MeV (red), and 100 MeV (green dash). (b) An identical plot for lower electron energies of
300 keV (magenta). (c) To maintain a projected beam size below 10 nm (the optimal resolution), we
plot the required minimum electron energy as a function of sample thickness. This analysis assumes
a constant emittance of 2 picometers across the electron energy range of 1 to 10 MeV.

2.2. Monte Carlo Simulation
2.2.1. Using BNL-Monte Carlo Code

To optimize the configuration for a diverse range of sample materials and thick-
nesses, Monte Carlo (MC) simulations were employed using the framework developed by
Wang et al. [29]. The simulation varies the sample thickness from 0 to 20 µm, as well as
utilized beam energies of 300 keV, 3 MeV, and 10 MeV. Key parameters, including beam
divergence and size at the sample exit, along with the beam size at a detector positioned
at 1.5 m from the sample exit (Zdet = 1.5 m), were systematically studied using a newly
implemented MC simulation framework.

Figure 2 illustrates the results, with the top, middle, and bottom rows corresponding to
beam energies of 300 keV, 3 MeV, and 10 MeV, respectively. To mitigate the discontinuities
and fluctuations in these plots caused by a small number of electrons with large scattering
angles, the beam size and divergence are plotted not only in RMS (circles), as is the case for
the rest of the manuscript, but also using the corresponding values by including 68% of the
incident electrons in the distribution (lines).

For the 300 keV case, the beam divergence and size at the sample exit are depicted
in Figure 2a,b, respectively, with the detector beam size depicted in Figure 2c. As sample
thickness increases from 1 to 10 µm, the beam size (including 68% electrons) at the detector
expands from 29.0 mm to 145.03 mm, necessitating the detector’s closer placement to the
sample exit (e.g., 1.5 cm). This increase is mainly due to beam divergence at the sample
exit, with the simulated beam size (magenta solid line) aligning closely with the divergence
component (magenta dashed line). Divergence rises from 19.33 mrad to 96.68 mrad with
sample thickness.
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Figure 2. MC simulation results depicting beam divergence and size at the sample exit, as well as
beam size at the detector (Zdet = 1.5 m), as functions of sample thickness for beam energies of (a–c)
300 keV, (d–f) 3 MeV, and (g–i) 10 MeV. Panels (a,d,g) show beam divergence; panels (b,e,h) display
beam size at sample exit; and panels (c,f,i) depict beam size at the detector. Solid lines represent
simulated beam sizes, while dashed lines indicate contributions from beam divergence at the sample
exit. Beam size and divergence are plotted with RMS values (circles) and for 68% of the incident
electrons (lines).

For the 3 MeV case, beam divergence and size at the sample exit are depicted in
Figure 2d,e, with the detector beam size shown in Figure 2f. The beam size at the detector
increases from 3.8 mm to 19.5 mm as sample thickness increases from 1 to 10 µm, primarily
due to divergence at the sample exit. The simulated beam size (blue solid line) closely
matches the divergence component (blue dashed line). Divergence increases from 2.5 mrad
to 13.0 mrad with sample thickness.

Similarly, for the 10 MeV case, beam divergence and size at the sample exit are
illustrated in Figure 2g,h, with the detector beam size shown in Figure 2i. The beam size
at the detector increases slightly from 1.5 mm to 1.8 mm as the sample thickness ranges
from 1 to 19 µm. As in the 3 MeV case, beam size at the detector is primarily governed
by divergence at the sample exit, with the simulated beam size (red solid line) aligning
with the divergence contribution (red dashed line). Divergence increases from 1.0 mrad to
1.17 mrad with sample thickness.

Beam divergence in the low-energy 300 keV case increases with sample thickness
much more rapidly (see Figure 3a) than in the 3 MeV case (see Figure 3b). Moreover, beam
divergence remains nearly constant with increasing sample thickness in the high-energy
10 MeV case, as depicted in Figure 3c. In summary, at the exit of a 10 µm thick sample, there
is a strong dependence of beam divergence on beam energy, as illustrated in Figure 3d,
which shows beam divergence profiles at three different beam energies: 300 keV (magenta),
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3 MeV (blue), and 10 MeV (red). These findings underscore the significant impact of
sample thickness on beam characteristics at the detector, emphasizing the crucial role of
beam energy-dependent divergence in the design and construction of a MeV-STEM with
nanometer resolution.
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Figure 3. Panels (a), (b), (c) present beam divergence profiles at various sample thicknesses for beam
energies of 300 keV, 3 MeV, and 10 MeV, respectively. The bin width was reduced from 1 mrad for
the 300 keV and 3 MeV cases, and to 0.1 mrad for the 10 MeV case. Additionally, the range of beam
divergence on the x-axis was reduced from 0 to 500 mrad for the 300 keV case, to 0–100 mrad for the
3 MeV case, and 0–10 mrad for the 10 MeV case. Panel (d) displays beam divergence profiles at the
sample exit with a thickness of 10 µm for beam energies of 300 keV (magenta), 3 MeV (blue), and
10 MeV (red), respectively.

2.2.2. Comparing BNL-MC Code and GEANT

We conducted a preliminary comparison of simulated beam sizes exiting a 10 µm thick
amorphous ice using two MC simulation codes, GEANT [30–32] and BNL-MC [29], with
an electron beam energy of 10 MeV. Each simulation comprised 10,000 electrons at the focal
position, with a root-mean-square (RMS) convergence semi-angle of 1.0 mrad. The beam
sizes investigated were 0.5 nm and 1.0 nm for both GEANT and BNL-MC [7,29], totaling
four cases.

For an incident beam size of 0.5 nm, both GEANT (Figure 4a) and BNL-MC (Figure 4b)
show similar trends in beam size broadening, yielding beam sizes of approximately 10.5 nm
at the sample exit. Similarly, for an incident beam size of 1.0 nm, both GEANT (Figure 4c)
and BNL-MC (Figure 4d) predict beam sizes of approximately 10.6 nm at the sample
exit. Despite the differing initial beam sizes of 0.5 nm and 1.0 nm, both simulation codes
consistently predict similar beam sizes.
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2.3. Numerical Evaluation of the Proposed Methodology 

Figure 4. Electron beam energy at 10 MeV. In each plot of (a–e), orange and blue curves represent beam
intensity profiles at the entrance and exit of water (analogous to amorphous ice) with a thickness of
10 µm, respectively. The specifics of each simulation are as follows: (a) GEANT simulation, with an
initial beam size of 0.5 nm and a convergence semi-angle of 1.0 mrad. (b) BNL-MC simulation, with an
initial beam size of 0.5 nm and a convergence semi-angle of 1.0 mrad. (c) GEANT simulation, similar to
(a), but with an incident beam size of 1.0 nm. (d) BNL-MC simulation, similar to (b), but with an incident
beam size of 1.0 nm. (e) MC simulation (similar for GEANT and BNL-MC), with an initial beam size of
0.0 nm and a convergence semi-angle of 1.0 mrad; log in y is used for plotting sample incident and exit
beam profiles on the same scale. In all plots except (a,b,e), the bin widths are 0.5 nm. For (a,b,e), the
incident beam profile is plotted with a bin width of 0.25 nm. (f) Transverse beam profiles at the sample
exit from (c,d) are plotted as blue and red curves, respectively. (g) With an initial beam size of 0.0 nm and
a convergence semi-angle of 1 mrad, transverse beam profiles are plotted at various sample thicknesses,
1 µm (black), 5 µm (orange), 10 µm (purple), and 19 µm (cyan), respectively.
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This consistency can be explained using the analytical model described by
Yang et al. [7], where the beam size at the sample exit is expressed as Equation (1)

σtot =
√

σAB
2 + σEC

2 (1)

Here, σAB includes both the convergence semi-angle of the incident beam and the
scattering broadening during electron-sample interactions [7], and σEC is the beam size at
the focal position (top of the sample). σAB is obtained by setting the initial beam size to zero
while maintaining a constant convergence semi-angle of 1 mrad, resulting in σAB = 10.5 nm
(Figure 4e).

Consequently, for the initial beam sizes of 0.5 nm (Figure 4a,b) and 1.0 nm (Figure 4c,d),
the analytical formula (Equation (1)) predicts beam sizes at the sample exit of 10.5 nm
and 10.6 nm, respectively. These values closely align with the results obtained from both
GEANT and BNL-MC simulations (Figure 4a–d). It is numerically evident that the AB
effects play a significantly more important role for a thick biological sample than for a thin
(<1 µm) sample in determining the minimum projected beam size.

To illustrate the good agreement between GEANT and BNL-MC, we plot their trans-
verse beam profiles at the sample exit from Figure 4c and d as blue and red curves in
Figure 4f, respectively. For an initial beam size of 0.0 nm and a convergence semi-angle
of 1 mrad, beam intensity profiles at the exit of the sample with various thicknesses are
plotted in Figure 4g. It is important to note that GEANT can employ different physics
models; however, in this study, we utilized the default model (standard FTFP_BERT) [33].
Therefore, rigorous validation and comparison of simulation codes necessitate accurate
characterizations of beam intensity, size, and divergence.

2.3. Numerical Evaluation of the Proposed Methodology
2.3.1. Study Objectives

The aim of this research is to critically evaluate the approximation used by the BNL-
MC code for estimating the ratio of the total inelastic scattering cross-section to the total
elastic scattering cross-section. This approximation is based on the model proposed by
Wolf et al. [8], which is given by:

Rin2el =
σinel
σel

≈ γ

Z
(2)

where γ is a parameter approximately equal to 20, and it is relatively independent of the atomic
number (Z) or electron energy. This approximation is valid for thin samples where multiple
scattering effects are negligible and most high-angle elastic scattering events are accounted
for [34]. In simulations, this ratio is typically approximated to ~3 for amorphous ice.

Given that the scattering cross-section quantifies the probability of specific scattering
events, this relationship requires validation, especially when multiple scattering occurs.
Accurate characterization of angular broadening, as illustrated in Figure 3, as a function of
sample thickness and composition, is crucial. Moreover, energy-resolved angular broaden-
ing characterizations can provide important additions to differentiate elastic and inelastic
scattering processes, which occur without and with energy losses, respectively. This can
be achieved by repeating the following procedure with an activated zero-energy filter
(a combination of a dipole magnet and downstream aperture) [11]. This energy filter only
allows the portion of un-scattered and elastically-scattered electrons to reach the detector.
According to our early study [7], the ratio of critical angles of elastic and inelastic scattering
stays nearly constant within the electron energy range of 1–10 MeV, around 12.9. In the
zero-energy filter scenario, elastic scattering events exhibit significantly larger scattering
angles. Consequently, these measurements will enable a precise extrapolation of these
critical angles.

We anticipate that these investigations will yield detailed information on critical
electron scattering angles as functions of electron beam energy and sample composition.



Nanomaterials 2024, 14, 1797 9 of 17

These data are crucial for refining the parameters used in MC simulations and improving
their predictive accuracy. Consequently, we aim to establish a mapping between sample
thickness and the required minimum electron energy (see Figure 1c), which could lead to
more cost-effective designs of MeV-STEM instruments.

2.3.2. Key Parameters for Measurement

The study aims to measure three key parameters:

1. Beam divergence: We will assess the divergence angle of the electron beam by varying
the detector’s longitudinal position relative to the sample exit, analyzing how the
beam profile changes with distance. Additionally, by steering the beam across a wedge-
shaped sample with thicknesses ranging from 0 to 20 µm (see details in Section 2.3.5),
we will quantify beam spread as a function of sample thickness.

2. Beam intensity: We will measure electron beam attenuation through various sample
thicknesses and materials by correlating these measurements with incident beam intensity.

3. Beam size at sample exit: Direct measurements of the projected beam size on the
detector will be obtained from the 2-D image of the electron distribution. Using the
measured beam divergence (details in the next section), we will calculate the beam
size at the sample exit, as described by Equation (3) in Section 2.3.4.

2.3.3. Detector Arrangement

1. Positions: The detector will be positioned at 0.2 m, 0.5 m, and 1.5 m from the sample
exit for several MeV or higher energy levels (Figure 5a).
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of 10 µm. (b) Similar to (a), with the addition of a low-energy 300 keV case. The highlighted green
region indicates the range where reliable beam size measurements are obtained.

2. Optimization: These positions were chosen based on simulations and previous studies
to achieve optimal linear fits for accurate measurements of beam divergence and size.

3. Constraints:

# Minimum distance (Zdet,min): Ensures that the beam size on the detector is
sufficiently large for reliable measurements, considering pixel size and detector
array dimensions.

# Maximum distance (Zdet,max): Prevents the beam from becoming too large to
measure accurately.

The setup is designed to accurately measure beam divergence and size at the sample
exit. Simulations using amorphous ice at detector positions of 0.2, 0.5, and 1.5 m, with a
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collection angle of β = 50 mrad, cover electron energies from 1 to 10 MeV with a 10 µm thick
sample, facilitating the extraction of beam divergence and size. For low-energy scenarios,
such as those involving 300 keV, measurements may need to be conducted at a different
facility, assuming that 300 keV STEM microscopes are widely accessible. Reliable beam size
measurements necessitate a beam size range of 0.1 to 30 mm (as indicated by the green-
highlighted area in Figure 5b). Consequently, the detector should be positioned no more
than 20 cm from the sample exit to ensure measurement accuracy. Additionally, adjustments
may be necessary when working with materials like silicon, as varying densities can affect
beam divergence and the slope of the measurements.

2.3.4. Detector Performance Simulation

Simulations were carried out to validate the optimal positions of the detectors. The
key findings are as follows:

1. Placing the detector closer than 0.2 m from the sample exit does not improve the
precision of divergence measurements in high-energy cases (1–10 MeV).

2. The selected positions at 0.2 m, 0.5 m, and 1.5 m offer optimal conditions for accurate
measurements of beam divergence and size. However, if feasible, positioning the
detector closer to the sample exit could further enhance the precision of beam size
measurements.

Simulations used amorphous ice with a thickness of 10 µm and electron energies of
3 MeV (Figure 6, right) and 10 MeV (Figure 6, left). A three-detector configuration was
employed at distances of 0.2 m, 0.5 m, and 1.5 m, and additional positions were tested at
0.05 m and 0.1 m. The achieved precision was 1% for divergence and 13% for beam size
at 3 MeV; and 0.02% for divergence and 12% for beam size at 10 MeV (Table 1). The term
‘Fitting detector data’ refers to propagating the particle distribution from the sample exit to
the detectors located at 0.2 m, 0.5 m, and 1.5 m. Measurements are fitted linearly to derive
divergence and beam size from the slope and residuals. Further positioning of detectors
within 0.2 m did not improve measurement precision. According to Equation (3),

σdet(z) = tan(σ θ, z=0

)
·z + σr,z=0 (3)

precision benefits from increased distance due to the angular divergence (σ θ, z=0). There-
fore, expanding to a five-detector setup did not enhance accuracy. While closer detector
placement could enhance beam size precision (σr,z=0), distances under 0.01 m may be
impractical due to the very small beam sizes (e.g., <0.1 µm at 10 MeV).

Table 1. Linear fitting of detector signals yields slopes corresponding to the divergence angle and
residuals corresponding to beam size. Differences between fitted and simulated values estimate
systematic measurement errors.

E
Divergent

Angle Beam Size
E

Divergent
Angle Beam Size

mrad nm mrad nm

MC-simulation
10 MeV

1.397794 10.847086
3 MeV

21.073517 118.607333
Fitting detector

data 1.398095 9.585200 21.279359 102.923392

Measurement
error (%) 0.021504 11.633414 0.976779 13.223416
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Figure 6. The top and bottom rows show configurations with a 3-detector (Zdet = 0.2, 0.5, and 1.5 m)
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beam energies of 10 MeV and 3 MeV, respectively. Linear fittings from both configurations yield identical
slopes and residuals, indicating no improvement in precision with the additional detectors.

The estimates of measurement precision for beam size and divergence represent
worst-case scenarios. If we assume that the electron beam is focused to a spot size greater
than 1 µm at the sample entrance, similar to the conditions observed at the PEGASUS
beamline [11–13], we can improve the precision of beam size measurements to within a
few percent. Since beam divergence is primarily influenced by the AB effect, we anticipate
that the precision of measuring beam divergence at the sample exit will match or exceed
that of the variable detector configuration, achieving an accuracy of 1% or better.

2.3.5. Numerical Assessment of Sample Fabrication

In this study, we use a silicon wafer as an example to demonstrate that the methodology
for fabricating a wedge-shaped sample is applicable to various materials. The analysis will
utilize a wedged silicon sample with a thickness ranging from 0.0 to 20.0 µm. The metrology
group at NSLS-II has a silicon wafer with dimensions of 30 mm × 10 mm × 20 µm. To fabricate
the wedged sample, we will employ the focused ion beam with shadow technique. Silicon is
commonly used as a substrate material for microchips, while carbon, a low-Z material, closely
resembles biological materials.

The simulation has been conducted with the following parameters:

• The process begins with the silicon substrate.
• Achieving the desired slope of 0.67 µm/mm in the x-direction requires approximately

3.3 h, as illustrated in Figure 7.

This wedged silicon sample is a promising candidate for this standardized methodol-
ogy. To ensure sample integrity and consistency, the same sample holder will be used for
both fabrication and measurement, thereby eliminating the need for transportation, which
is crucial given the fragile nature of the sample.
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2.4. Summary of Key Issues

The objective of these simulations is to develop a standardized methodology to inves-
tigate how electron–sample interactions affect imaging resolution across various materials
and sample thicknesses. This study can provide detailed information on critical scattering
angles of electrons as functions of beam energy and sample composition, which is essential
for refining MC simulation parameters and enhancing their predictive accuracy.

For possible setups, a high-energy electron accelerator, such as PEGASUS [11] or the
system proposed by Yang et al. [2], will be utilized. Wedged-shaped samples will cover a
wide range of thicknesses, and adaptable detector configurations will be implemented to
accommodate various materials and thicknesses.

The expected outcomes include the validation of analytical models and MC simula-
tions to improve predictive accuracy, as well as the optimization of electron microscopy
techniques to enhance imaging resolution and accuracy, particularly focusing on thick
biological samples and microchip examinations.

3. Conclusions

Numerical simulations of scattering processes in electron microscopy often encounter
computational limitations that can prevent accurate modeling of electron interactions with
biological and microchip samples. These simulations frequently fall short of capturing the
full complexity of real systems. Therefore, validation through empirical observations is
essential for refining theoretical models and revealing unforeseen phenomena, ultimately
enhancing our understanding of electron scattering. Rigorous assessments are crucial for
benchmarking and improving numerical tools, enabling advancements beyond the current
limitations of simulations.

Our simulation study suggests that this methodology could effectively validate the
angular broadening effects predicted by both analytical and numerical models for electrons
interacting with thick biological samples and microchip materials. The flexible design of
the methodology will facilitate precise characterization across a wide range of materials
and sample thicknesses within a unified setup. These efforts are vital for the development
of advanced MeV-STEM/TEM instruments, which can achieve nanoscale resolution for
bio-sample imaging without the need for sample slicing while also providing detailed
information for microchip defects analysis. Success in this endeavor could significantly
accelerate UEM imaging using MeV-STEM/TEM, potentially reducing imaging times by
more than tenfold compared to current methods [3–5,34]. Additionally, the initiative aims to
address uncertainties associated with the FIB process [6,35–38], presenting a more efficient
and precise imaging technique for biological samples and microchip engineering.
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Key questions to be explored include:

1. How do electron interactions with biological samples and microchip materials vary
with beam energy, particularly concerning angular broadening? The standardized
methodology will facilitate the precise determination of these critical angles.

2. How does altering the electron bunch structure through the drive laser system affect
radiation damage in biological samples, considering variation in bunch structure,
energy, and intensity (see Figure A4 in the Appendix A.4)?

A comparative analysis of MC simulations, such as GEANT and BNL-MC codes,
indicates consistency in angular broadening effects; however, discrepancies in magnitude
may arise with different electron beam energies. Notably, higher beam energies could lead
to increased operational costs. Therefore, measurements of beam size and divergence are
critical for rigorously evaluating and optimizing imaging parameters.

These questions highlight the indispensable role of empirical observations in vali-
dating theoretical models and simulation outputs, which is essential for advancing MeV-
STEM/TEM instrumentation tailored for the precise imaging of biological samples and
detailed microchip defect analysis.
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Appendix A

Appendix A.1. Beam Energy Influence on TEM Resolution

In the simulation study, transmission electron microscopy (TEM) images a microchip
comprising a titanium nitride (TiN) layer on a silicon (Si) substrate, both of which have
a face-centered cubic (F.C.C.) crystal structure. The TiN layer has specific dimensions of
5.28 nm × 5.28 nm × 10 nm, deposited on a silicon substrate measuring
10.86 nm × 10.86 nm × 100 nm (Figure A1a). TEM images were obtained using electron
beams at two different energies: 100 keV (Figure A1b) and 3 MeV (Figure A1c). The TEM
imaging parameters are object aperture = 2 Å−1, spherical aberration Cs = 2 mm, chromatic
relevant parameter ∆ = Cc·∆E

E = 100 Å, and defocus ∆F = 60 nm. These TEM images are
simulated based on a multislice wave optics method [15,16], including elastic potential and
absorption potential. Absorption potential is calculated based on thermal diffuse scattering
(Einstein model). Debye–Waller factor B = 0.5 is used for all atoms.

The simulated TEM images show that the image obtained at 3 MeV electron beam
energy is much sharper and exhibits significantly improved resolution compared to the
image obtained at 100 keV. In conclusion, the choice of higher (3 MeV) electron beam energy
in the TEM mode results in a clearer and higher-resolution image of the TiN microchip
on the silicon substrate compared to using 100 keV. This demonstrates the importance of
electron energy selection in optimizing TEM imaging for nanoscale defects in microchips.
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Figure A1. (a) Microchip model has dimension 5.28 nm × 5.28 nm × 10 nm TiN (F.C.C. crystal) on
10.86 nm × 10.86 nm × 100 nm silicon (F.C.C. crystal) substrate. (b) Electron beam energy E = 100 keV.
(c) E = 3 MeV.

Appendix A.2. Beam Energy Influence on Penetration Depth

Based on our early estimation [2,7], only MeV-STEM can potentially image thick
biological samples, as shown in Figure A2. As shown in Figure A2a for the 300 keV electron
beam energy, fractions of single-elastic and inelastic scatterings drop below 1% after 1 µm
thick ice layer and below 1% after 4 µm thick ice layer, respectively. In contrast, as shown
in Figure A2b for the 3 MeV case, fractions of single-elastic and inelastic scatterings drop
below 1% after 2 µm thick ice layer and to 63% after 10 µm thick ice layer. Thus, MeV-TEM,
mainly based on phase contrast utilizing single elastic scattering signal, can still benefit
significantly from increasing the electron beam energy (green curves in Figure A2a for
300 keV and Figure A2b for 3 MeV).
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as a function of thickness at incident electron energies of (a) 300 keV and (b) 3 MeV, including un-
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out (black) [2,7,29].

Appendix A.3. Validating MC Tool with Predictive Power

Once we validate our numerical tools with predictive power using the proposed
methodology, these tools can be applied to address some long-standing scientific challenges.
For example, the Beer–Lambert law describes the relationship between the attenuation of an
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electron beam and the properties of the material through which the beam passes. However,
the Beer–Lambert law may become invalid under certain conditions, potentially influenced
by factors such as the collection angle of detectors and the electron beam energy [39].

As shown in Figure A3a, for the 10 MeV case, the Beer–Lambert law does not
break down even when the thickness of amorphous ice exceeds 19 µm at a collection
angle ≥ 2 mrad. In contrast, for the 3 MeV case, as depicted in Figure A3b, the Beer–
Lambert law begins to break down when the sample thickness exceeds 7 µm and 4 µm
regarding the collection angles of 5 mrad and 2 mrad, respectively. For the 300 keV case, as
illustrated in Figure A3c, the Beer–Lambert law starts to break down when the sample thick-
ness exceeds 1 µm for collection angles of 10 mrad, 5 mrad and 2 mrad. The Beer–Lambert
law is still well obeyed in both 10 MeV and 3 MeV beam energies when the collection angle
is 10 mrad and the sample thickness exceeds 19 µm and 14 µm, respectively.

Nanomaterials 2024, 14, x FOR PEER REVIEW 16 of 18 
 

 

 

 
Figure A3. Summary of log-ratio ln(IInc/ITran) vs. sample thickness at four different collection semi-
angles 𝛽 = 2 mrad (blue), 5 mrad (red), 10 mrad (pink), and 50 mrad (green) and electron beam 
energies: (a) 10 MeV, (b) 3 MeV, and (c) 300 keV. 

Appendix A.4. Study Radiation Damage 
There is evidence suggesting significant benefits in using pulsed electrons to probe 

beam-sensitive soft materials [40–43]. A generic photo-gun-based electron accelerator [2], 
inspired by the Cornell energy recovery linac (ERL) photoinjector as shown in Figure A4, 
could be ideal for this investigation. The label ‘photogun’ can represent both direct current 
(DC) and superconducting radio frequency (SRF) photoelectron guns. The temporal struc-
ture of the drive laser pulse train can be systematically varied to explore how the bunch 
structure and electron beam energy impact the radiation damage of biological samples. 

 
Figure A4. Beamline layout, proposed in reference [2], showing the longitudinal positions of the 
photoelectron gun and the common section after the gun: transverse focusing solenoids, a normal 
conducting 1.3 GHz buncher cavity, and two 1.3 GHz SRF cavities. An aperture within the first 

Figure A3. Summary of log-ratio ln(IInc/ITran) vs. sample thickness at four different collection
semi-angles β = 2 mrad (blue), 5 mrad (red), 10 mrad (pink), and 50 mrad (green) and electron beam
energies: (a) 10 MeV, (b) 3 MeV, and (c) 300 keV.

Appendix A.4. Study Radiation Damage

There is evidence suggesting significant benefits in using pulsed electrons to probe
beam-sensitive soft materials [40–43]. A generic photo-gun-based electron accelerator [2],
inspired by the Cornell energy recovery linac (ERL) photoinjector as shown in Figure A4,
could be ideal for this investigation. The label ‘photogun’ can represent both direct current
(DC) and superconducting radio frequency (SRF) photoelectron guns. The temporal struc-
ture of the drive laser pulse train can be systematically varied to explore how the bunch
structure and electron beam energy impact the radiation damage of biological samples.
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Figure A4. Beamline layout, proposed in reference [2], showing the longitudinal positions of the
photoelectron gun and the common section after the gun: transverse focusing solenoids, a normal
conducting 1.3 GHz buncher cavity, and two 1.3 GHz SRF cavities. An aperture within the first
solenoid is used to reduce emittance down to about 2 pm geometrical emittance. Here, d1 = 0.35 m,
d2 = 0.75 m, d3 = 1.15 m, d4 = 2.10 m, and d5 = 2.85 m are the longitudinal positions of solenoid 1,
buncher cavity, solenoid 2, SRF accelerating cavity 1 and 2, respectively.

References
1. Wang, N.S. Cell Fractionation Based on Density Gradient. 2023. Available online: https://user.eng.umd.edu/~nsw/ench485

/lab10.htm (accessed on 13 February 2024).
2. Yang, X.; Wang, L.; Maxson, J.; Bartnik, A.C.; Kaemingk, M.; Wan, W.; Cultrera, L.; Wu, L.; Smaluk, V.; Shaftan, T.; et al. Towards

Construction of a Novel Nanometer-Resolution MeV-STEM for Imaging Thick Frozen Biological Samples. Photonics 2024, 11, 252.
[CrossRef]

3. Weiner, E.; Pinskey, J.M.; Nicastro, D.; Otegui, M.S. Electron microscopy for imaging organelles in plants and algae. Plant Physiol.
2022, 188, 713–725. [CrossRef]

4. Böhning, J.; Bharat, T.A.M. Towards high-throughput in situ structural biology using electron cryotomography. Prog. Biophys.
Mol. Biol. 2021, 160, 97–103. [CrossRef]

5. Oikonomou, C.M.; Jensen, G.J. Cellular Electron Cryotomography: Toward Structural Biology In Situ. Annu. Rev. Biochem. 2017,
86, 873–896. [CrossRef]

6. Otegui, M.S.; Pennington, J.G. Electron tomography in plant cell biology. Microscopy 2019, 68, 69–79. [CrossRef]
7. Yang, X.; Wang, L.; Smaluk, V.; Shaftan, T. Optimize Electron Beam Energy toward In Situ Imaging of Thick Frozen Bio-Samples

with Nanometer Resolution Using MeV-STEM. Nanomaterials 2024, 14, 803. [CrossRef] [PubMed]
8. Wolf, S.G.; Shimoni, E.; Elbaum, M.; Houben, L. STEM tomography in biology. In Cellular Imaging: Electron Tomography and Related

Techniques; Hanssen, E., Ed.; Springer International Publishing: Cham, Switzerland, 2018; pp. 33–60.
9. Tanaka, N. Electron Nano-Imaging, 1st ed.; Springer: Tokyo, Japan, 2017.
10. Du, M.; Jacobsen, C. Relative merits and limiting factors for x-ray and electron microscopy of thick, hydrated organic materials.

Ultramicroscopy 2018, 184, 293–309. [CrossRef]
11. Photoelectron Generated Amplified Spontaneous Radiation Source (PEGASUS). Available online: http://pbpl.physics.ucla.edu/

pages/pegasus.html (accessed on 13 February 2024).
12. Li, R.K.; Musumeci, P. Single-Shot MeV Transmission Electron Microscopy with Picosecond Temporal Resolution. Phys. Rev. Appl.

2014, 2, 024003. [CrossRef]
13. Cesar, D.; Maxson, J.; Musumeci, P.; Sun, Y.; Harrison, J.; Frigola, P.; O’Shea, F.H.; To, H.; Alesini, D.; Li, R.K. Demonstration of

Single-shot Picosecond Time-resolved MeV Electron Imaging Using a Compact Permanent Magnet Quadrupole Based Lens. Phys.
Rev. Lett. 2016, 117, 024801. [CrossRef]

14. Egerton, R.F. Choice of operating voltage for a transmission electron microscope. Ultramicroscopy 2014, 145, 85–93. [CrossRef]
15. Raguin, E.; Weinkamer, R.; Schmitt, C.; Curcuraci, L.; Fratzl, P. Logistics of Bone Mineralization in the Chick Embryo Studied by

3D Cryo FIB-SEM Imaging. Adv. Sci. 2023, 10, e2301231. [CrossRef] [PubMed]
16. Li, J.; Yin, W.G.; Wu, L.; Zhu, P.; Konstantinova, T.; Tao, J.; Yang, J.; Cheong, S.W.; Carbone, F.; Misewich, J.A.; et al. Dichotomy in

ultrafast atomic dynamics as direct evidence of polaron formation in manganites. npj Quantum Mater. 2016, 1, 16026. [CrossRef]
17. Egerton, R.F. Electron Energy-Loss Spectroscopy in the Electron Microscope, 3rd ed.; Springer: New York, NY, USA, 2011; ISBN

978-1-4419-9582-7. [CrossRef]
18. Wolf, S.G.; Houben, L.; Elbaum, M. Cryo-scanning transmission electron tomography of vitrified cells. Nat. Methods 2014, 11,

423–428. [CrossRef] [PubMed]
19. Durchschlag, H. Thermodynamic Data for Biochemistry and Biotechnology; Hinz, H.-J., Ed.; Springer: Berlin/Heidelberg, Germany,

1986; pp. 45–128.
20. Howard, J. Mechanics of Motor Proteins and the Cytoskeleton; Sinauer Associates, Inc.: Sunderland, MA, USA, 2001; Volume 30.

https://user.eng.umd.edu/~nsw/ench485/lab10.htm
https://user.eng.umd.edu/~nsw/ench485/lab10.htm
https://doi.org/10.3390/photonics11030252
https://doi.org/10.1093/plphys/kiab449
https://doi.org/10.1016/j.pbiomolbio.2020.05.010
https://doi.org/10.1146/annurev-biochem-061516-044741
https://doi.org/10.1093/jmicro/dfy133
https://doi.org/10.3390/nano14090803
https://www.ncbi.nlm.nih.gov/pubmed/38727397
https://doi.org/10.1016/j.ultramic.2017.10.003
http://pbpl.physics.ucla.edu/pages/pegasus.html
http://pbpl.physics.ucla.edu/pages/pegasus.html
https://doi.org/10.1103/PhysRevApplied.2.024003
https://doi.org/10.1103/PhysRevLett.117.024801
https://doi.org/10.1016/j.ultramic.2013.10.019
https://doi.org/10.1002/advs.202301231
https://www.ncbi.nlm.nih.gov/pubmed/37208797
https://doi.org/10.1038/npjquantmats.2016.26
https://doi.org/10.1007/978-1-4419-9583-4
https://doi.org/10.1038/nmeth.2842
https://www.ncbi.nlm.nih.gov/pubmed/24531421


Nanomaterials 2024, 14, 1797 17 of 17

21. Rickwood, D.; Chambers, J.A.A.; Barat, M. Isolation and preliminary characterisation of DNA-protein complexes from the
mitochondria of Saccharomyces cerevisiae. Exp. Cell Res. 1981, 133, 1–13. [CrossRef]

22. Baldwin, W.W.; Myer, R.; Powell, N.; Anderson, E.; Koch, A.L. Buoyant density of Escherichia coli is determined solely by the
osmolarity of the culture medium. Arch Microbiol 1995, 164, 155–157. [CrossRef]

23. Loferer-Krössbacher, M.; Klima, J.; Psenner, R. Determination of bacterial cell dry mass by transmission electron microscopy and
densitometric image analysis. Appl Env. Microbiol 1998, 64, 688–694. [CrossRef]

24. Langmore, J.P.; Smith, M.F. Quantitative energy-filtered electron-microscopy of biological molecules in ice. Ultramicroscopy 1992,
46, 349–373. [CrossRef]

25. Jacobsen, C.; Medenwaldt, R.; Williams, S. X-Ray Microscopy and Spectromicroscopy: Status Report from the Fifth International
Conference, Würzburg, 19–23 August 1996; Thieme, J., Schmahl, G., Rudolph, D., Umbach, E., Eds.; Springer: Berlin/Heidelberg,
Germany, 1998; pp. 197–206.

26. Lee, H.; Cultrera, L.; Bazarov, I. Intrinsic emittance reduction in transmission mode photocathodes. Appl. Phys. Lett. 2016,
108, 124105. [CrossRef]

27. Lee, H.; Liu, X.; Cultrera, L.; Dunham, B.; Kostroun, V.O.; Bazarov, I.V. A cryogenically cooled high voltage DC photoemission
electron source. Rev. Sci. Instrum. 2018, 89, 083303. [CrossRef]

28. Wan, W.; Chen, F.; Zhu, Y. Design of compact ultrafast microscopes for single- and multi-shot imaging with MeV electrons.
Ultramicroscopy 2018, 194, 143–153. [CrossRef]

29. Wang, L.; Yang, X. Monte Carlo Simulation of Electron Interactions in an MeV-STEM for Thick Frozen Biological Sample Imaging.
Appl. Sci. 2024, 14, 1888. [CrossRef]

30. Agostinelli, S.; Allison, J.; Amako, K.; Apostolakis, J.; Araujo, H.; Arce, P.; Asai, M.; Axen, D.; Banerjee, S.; Barrand, G.; et al.
Geant4—A simulation toolkit. Nucl. Instrum. Methods Phys. Res. Sect. A Accel. Spectrometers Detect. Assoc. Equip. 2003, 506,
250–303. [CrossRef]

31. Allison, J.; Amako, K.; Apostolakis, J.; Arce, P.; Asai, M.; Aso, T.; Bagli, E.; Bagulya, A.; Banerjee, S.; Barrand, G.; et al. Recent
developments in Geant4. Nucl. Instrum. Methods Phys. Res. Sect. A Accel. Spectrometers Detect. Assoc. Equip. 2016, 835, 186–225.
[CrossRef]

32. Allison, J.; Amako, K.; Apostolakis, J.; Araujo, H.; Dubois, P.A.; Asai, M.; Barrand, G.; Capra, R.; Chauvie, S.; Chytracek, R.; et al.
Geant4 developments and applications. IEEE Trans. Nucl. Sci. 2006, 53, 270–278. [CrossRef]

33. Geant4 Documentation. Available online: https://geant4.web.cern.ch/docs/ (accessed on 13 February 2024).
34. Reimer, L.; Kohl, H. Transmission Electron Microscopy, 5th ed.; Springer: New York, NY, USA, 2008.
35. Capua-Shenkar, J.; Varsano, N.; Itzhak, N.-R.; Kaplan-Ashiri, I.; Rechav, K.; Jin, X.; Niimi, M.; Fan, J.; Kruth, H.S.; Addadi, L.

Examining atherosclerotic lesions in three dimensions at the nanometer scale with cryo-FIB-SEM. Proc. Natl. Acad. Sci. USA 2022,
119, e2205475119. [CrossRef]

36. Schertel, A.; Snaidero, N.; Han, H.-M.; Ruhwedel, T.; Laue, M.; Grabenbauer, M.; Möbius, W. Cryo FIB-SEM: Volume imaging of
cellular ultrastructure in native frozen specimens. J. Struct. Biol. 2013, 184, 355–360. [CrossRef]

37. Spehner, D.; Steyer, A.M.; Bertinetti, L.; Orlov, I.; Benoit, L.; Pernet-Gallay, K.; Schertel, A.; Schultz, P. Cryo-FIB-SEM as a
promising tool for localizing proteins in 3D. J. Struct. Biol. 2020, 211, 107528. [CrossRef]

38. Vidavsky, N.; Akiva, A.; Kaplan-Ashiri, I.; Rechav, K.; Addadi, L.; Weiner, S.; Schertel, A. Cryo-FIB-SEM serial milling and block
face imaging: Large volume structural analysis of biological tissues preserved close to their native state. J. Struct. Biol. 2016, 196,
487–495. [CrossRef] [PubMed]

39. Wu, L.; Zhu, Y.; Vogt, T.; Su, H.; Davenport, J.W.; Tafto, J. Valence-electron distribution in MgB2 by accurate diffraction
measurements and first-principle calculations. Phys. Rev. B 2004, 69, 064501. [CrossRef]

40. Hayashida, M.; Malac, M. High-Energy Electron Scattering in Thick Samples Evaluated by Bright-Field Transmission Electron
Microscopy, Energy-Filtering Transmission Electron Microscopy, and Electron Tomography. Microsc. Microanal. 2022, 28, 659–671.
[CrossRef]

41. VandenBussche, E.J.; Flannigan, D.J. Reducing Radiation Damage in Soft Matter with Femtosecond-Timed Single-Electron Packets.
Nano Lett. 2019, 19, 6687–6694. [CrossRef] [PubMed]

42. Jiang, N. Electron beam damage in oxides: A review. Rep. Prog. Phys. 2016, 79, 016501. [CrossRef] [PubMed]
43. Karuppasamy, M.; Nejadasl, F.K.; Vulovic, M.; Koster, A.J.; Ravelli, R.B.G. Radiation damage in single-particle cryo-electron

microscopy: Effects of dose and dose rate. J. Synchrotron Radiat. 2011, 18, 398–412. [CrossRef] [PubMed]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1016/0014-4827(81)90350-5
https://doi.org/10.1007/s002030050248
https://doi.org/10.1128/AEM.64.2.688-694.1998
https://doi.org/10.1016/0304-3991(92)90024-E
https://doi.org/10.1063/1.4944790
https://doi.org/10.1063/1.5024954
https://doi.org/10.1016/j.ultramic.2018.08.005
https://doi.org/10.3390/app14051888
https://doi.org/10.1016/S0168-9002(03)01368-8
https://doi.org/10.1016/j.nima.2016.06.125
https://doi.org/10.1109/TNS.2006.869826
https://geant4.web.cern.ch/docs/
https://doi.org/10.1073/pnas.2205475119
https://doi.org/10.1016/j.jsb.2013.09.024
https://doi.org/10.1016/j.jsb.2020.107528
https://doi.org/10.1016/j.jsb.2016.09.016
https://www.ncbi.nlm.nih.gov/pubmed/27693309
https://doi.org/10.1103/PhysRevB.69.064501
https://doi.org/10.1017/S1431927622000472
https://doi.org/10.1021/acs.nanolett.9b03074
https://www.ncbi.nlm.nih.gov/pubmed/31433192
https://doi.org/10.1088/0034-4885/79/1/016501
https://www.ncbi.nlm.nih.gov/pubmed/26684361
https://doi.org/10.1107/S090904951100820X
https://www.ncbi.nlm.nih.gov/pubmed/21525648

	Introduction 
	Results 
	Select Electron Energy 
	Monte Carlo Simulation 
	Using BNL-Monte Carlo Code 
	Comparing BNL-MC Code and GEANT 

	Numerical Evaluation of the Proposed Methodology 
	Study Objectives 
	Key Parameters for Measurement 
	Detector Arrangement 
	Detector Performance Simulation 
	Numerical Assessment of Sample Fabrication 

	Summary of Key Issues 

	Conclusions 
	Appendix A
	Beam Energy Influence on TEM Resolution 
	Beam Energy Influence on Penetration Depth 
	Validating MC Tool with Predictive Power 
	Study Radiation Damage 

	References

