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Abstract: Human–AI collaboration has attracted interest from both scholars and practitioners. How-
ever, the relationships in human–AI teamwork have not been fully investigated. This study aims
to research the influencing factors of trust in AI teammates and the intention to cooperate with
AI teammates. We conducted an empirical study by developing a research model of human–AI
collaboration. The model presents the influencing mechanisms of interactive characteristics (i.e.,
perceived anthropomorphism, perceived rapport, and perceived enjoyment), environmental charac-
teristics (i.e., peer influence and facilitating conditions), and personal characteristics (i.e., self-efficacy)
on trust in teammates and cooperative intention. A total of 423 valid surveys were collected to
test the research model and hypothesized relationships. The results show that perceived rapport,
perceived enjoyment, peer influence, facilitating conditions, and self-efficacy positively affect trust in
AI teammates. Moreover, self-efficacy and trust positively relate to the intention to cooperate with
AI teammates. This study contributes to the teamwork and human–AI collaboration literature by
investigating different antecedents of the trust relationship and cooperative intention.

Keywords: human–AI collaboration; trust; teamwork; intention to cooperate with AI teammates

1. Introduction

The proliferation of artificial intelligence (AI) technologies has led to numerous compa-
nies investing significant resources in developing AI-related services in all walks of life. The
2022 AI index report shows that AI has become more affordable with better performance [1].
The trend that training cost becomes lower while training time becomes faster facilitates the
adoption of AI technologies in the commercial area. Against this background, exponential
growth in the AI area facilitates the interaction between humans and AI agents [2]. Human–
AI collaboration in which AI agents work as interdependent teammates to cooperate with
humans toward common goals has become an irreversible trend [3].

Human–AI collaboration is a major area of interest within the field of management
because it will enable decision-makers to perform meaningful actions to advance AI tech-
nologies [1,2]. There have been studies investigating human–AI collaboration in different
contexts, such as data science [4] and piloting [5]. Though a recent work has researched
human–AI teaming in the context of multiplayer online games and identifies factors that
influence people’s willingness to collaborate with AI teammates and their preferred features
of AI teammates [6], much of the research up to now has been descriptive in nature. There
has been no detailed investigation of the mechanisms that influence humans’ intentions to
work with AI teammates in highly complex environments.

Trust is at the core of understanding new technology adoption [7] and virtual team col-
laboration [8]. Trust in the team and trust in AI teammates are influenced by the interactions
between humans and AI teammates [9]. In the context of human–AI collaboration, humans
and AI cooperate toward the same goal and the collaboration involves the interaction
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between humans and AI, personal characteristics, and environmental characteristics [10,11].
Trust may explain the mechanisms of how different characteristics (i.e., interactive character-
istics between humans and AI, environmental characteristics, and personal characteristics)
influence trust, and then further affect human–AI collaboration intention. This study aims
to investigate the influencing mechanisms of different characteristics on people’s collabora-
tion intention with AI teammates. Multiplayer online games were selected as the context
in this investigation because the adoption of AI technologies in multiplayer online games
involves a dynamic flow and complex collaborations [6]. Single-player games are played in
a single-player mode that does not require the cooperation of others and does not involve
teamwork. Multiplayer games are played with two or more teammates working together
for the goal of the match. In teamwork, the mutual trust between teammates is an important
factor affecting the willingness to teamwork. The decision-making process of working
with AI players in online games is a typical representative of human–AI collaboration. AI
players act as virtual agents. In the field of online games, AI players have become the
opponents or teammates of many real players, so what affects the willingness of real players
to choose AI teammates? Thus, this investigation presents the following research questions:
(1) what factors influence trust in AI teammates and intention to cooperate with AI teammates
and how? (2) how does people’s trust in AI teammates influence their intention to cooperate with
AI teammates? To answer these research questions, this work reviews previous research
and develops and empirically tests a research model of human–AI collaboration. Based
on the scene characteristics of online game teamwork, this study involves the interactive
characteristics of online game platforms, such as perceived anthropomorphism, perceived
rapport, and perceived enjoyment, as well as personal characteristics and environmental
characteristics. The results of this study can provide a reference for other human artificial
intelligence collaborative environments.

This paper presents the following theoretical contributions. First, this investigation
contributes to the online games literature by studying the adoption of AI technologies
in online games. Second, this study lays the groundwork for future research into rela-
tionships in human–AI collaboration. Third, this study adds to the team collaboration
literature by identifying the influencing factors of trust perceptions and intention to co-
operate with AI teammates. This work will extend our understanding of users’ views on
human–AI collaboration.

The rest of this paper is arranged as follows. In the next section, the theoretical
background, including human–AI collaboration and trust, is discussed. In Section 3, the
theoretical model and hypothesis development are presented. In Sections 4 and 5, the
research method, which involves the data collection and survey development, and data
analysis are discussed. Then, Section 6 concludes the paper and discusses the theoretical
contribution and the practical contribution.

2. Literature Review
2.1. Human–AI Collaboration

With the advancement of technologies, human–AI collaboration has attracted the
attention of scholars and practitioners in improving teamwork [9,12]. Team collabora-
tion can benefit from present technological team support by adding value to teams [12].
While traditional teamwork indicates two or more people working together toward the
same goal, human–AI collaboration describes the interaction process of human and AI
machines. Consistent with previous studies [1,3], human–AI collaboration in the current
investigation means the AI machine works as interdependent teammates to collaborate
with humans toward a common goal, such as solving problems, gaining insights, and
creating values. Human–AI collaboration is increasingly important in computer-supported
teamwork research [6].

Much of the current research recognizes the value of AI adoption in teamwork. For
example, Seeber et al. [12] discuss the future design strategies for human–AI team col-
laboration in various areas. Schelble et al. [9] explore dimensions of ethics in human–AI
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collaboration and try to explore the effect of trust-repair strategies on trust and team per-
formance. Hauptman et al. [2] propose design suggestions for the progress of adaptive
autonomous teammates. Despite an increasing focus on design strategies, little research
has fully investigated the importance of human feeling in human–AI collaboration. The
purpose of adopting AI technologies in team collaboration is to provide better and more
efficient work performance. Therefore, whether a human can trust AI as independent
teammates should draw the attention of researchers. Given that trust is an important
concern in teamwork, this study aims to investigate the factors that influence human trust
toward AI teammates and their cooperative intention.

2.2. Trust

The significance of trust has been extensively addressed in prior studies [7,8,11,13].
Trust indicates to what extent a party is willing to be vulnerable to another party’s actions
based on the positive expectations from the trustor [14]. It has been established that
trust-building is essential in virtual teams [8]. Consistent with the previous definition
of trust [15], we define trust in AI teammates as a human’s attitude to be willing to
be vulnerable to the actions of AI teammates on the expectation that they will perform
important actions for the human teammates. Recent work has established that the use of
machine teammates can change the trust relationship among teammates [12]. The joining
of AI teammates in a team may affect how we trust teammates, especially when we tend
to accept the recommendations provided by AI machines rather than human teammates.
Trust in AI teammates has similarities and differences with traditional trust relationships in
team collaboration. Similar to traditional teamwork, trust in AI teammates indicates the
trust perceptions generated from the interaction among teammates. However, different
from traditional teamwork, trust in AI teammates is more complex because it reflects
the interactions between humans and AI machines. Therefore, a trust relationship in
traditional teamwork indicates interpersonal trust, while trust in AI teammates goes further
by involving trust in technology.

Compared with the trust relationship among human teammates, the trust relationship
between humans and AI teammates may be influenced by different factors, such as the
interaction between humans and AI machines. Though trust is fundamental to determining
human behavior, including the decisions about technology adoption [7,12], researchers
have not treated the trust relationship between human and AI teammates in much detail.
This study aims to explore the crucial role of trust in linking influencing factors of trust
and human collaboration intention. We propose that the trust relationship between hu-
mans and AI teammates could be influenced by the interaction between human and AI
machines. Beyond this, environmental factors, such as external conditions and the influence
of peer groups, can influence human feelings in human–AI teamwork. Personal charac-
teristics, such as self-efficacy on AI technology use, can also affect people’s experiences in
human–AI cooperation.

3. Theoretical Model and Hypotheses

Behavioral reasoning theory is a broad theory explaining the motives of human
behaviors [16]. Behavioral reasoning theory can explain the antecedents of a specific
behavior by including the factors of adopting or resisting reasons [16]. Previous studies
have used behavioral reasoning theory to explain the adoption of new technology [17].
This investigation adopts behavioral reasoning theory as a broad theory to understand the
behavior of human–AI collaboration adoption in the context of online games. Trust is at
the core of understanding behavioral intentions in explaining new technology adoption [7].
This study links the antecedents of AI technology use, trust, and intention to cooperate
with AI teammates. The antecedents are divided into three kinds, including interactive
characteristics, environmental characteristics, and personal characteristics.
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3.1. The Influencing Factors of Trust
3.1.1. Interactive Characteristics

As discussed earlier, trust is influenced by the interaction between human and AI team-
mates. The interaction between human and AI teammates mainly involves three crucial
characteristics, i.e., perceived anthropomorphism, perceived rapport, and perceived enjoy-
ment [18–20]. Perceived anthropomorphism refers to the extent that humans tend to label
AI teammates as actual human beings and seek emotional assistance during human–AI col-
laboration [21,22]. During human–AI team collaboration, people develop relationships and
emotional connections with AI teammates during regular communications [23]. Existing re-
search recognizes the critical role played by perceived anthropomorphism as an important
factor in determining people’s attitudes [21]. For AI machines with higher anthropomor-
phism, people tend to show feelings toward them as they interact with human teammates.
Therefore, people can be more willing to trust AI teammates with higher perceived anthro-
pomorphism because the interaction between them is closer to the cooperation between a
human and another human.

Consistent with the previous study, perceived rapport refers to the personal connec-
tion between human and AI teammates in this investigation [24]. Human–AI rapport is
important for human–AI collaboration because the cooperation is toward the same goal.
Evidence suggests that user–robot rapport is among the most important factors for cus-
tomers’ hospitality experience [19]. In the context of human–AI team collaboration, the
collaboration experience will benefit from a higher perceived rapport. When people build
a good relationship of rapport with AI teammates, they will tend to believe that the AI
teammates can be trusted in the collaboration interaction.

Perceived enjoyment indicates the extent to which the interaction with AI teammates
is contemplated to be pleasurable [25]. The experience of interacting with AI teammates is
quietly different from communications with humans. AI-related technology can provide
enjoyment in human–AI interactions [20]. In the context of human–AI team collaboration,
people who feel enjoyment in an interaction with AI machines will be more willing to
build a trust relationship with AI teammates. Therefore, based on the above arguments,
the following hypotheses are proposed:

H1. Perceived anthropomorphism has a positive effect on trust in AI teammates.

H2. Perceived rapport has a positive effect on trust in AI teammates.

H3. Perceived enjoyment has a positive effect on trust in AI teammates.

3.1.2. Environmental Characteristics

People’s feelings or perceptions about human–AI teamwork can be influenced by
environmental factors, such as peer influence and facilitating conditions. Adapted from
previous studies [14], peer influence indicates to what extent people’s feelings in human–AI
collaboration are influenced by peers, such as family members, friends, and colleagues. In
the context of online games, peer influence refers to the adoption of AI teammates from
family members, friends, or colleagues. The originality of new behavior could be derived
from observing and imitating others [26]. When peers show positive feelings toward a new
technology, people’s feelings about that new technology will tend to be aligned with their
peers. In the context of human–AI collaboration, peers’ feelings about AI teammates will
positively affect people’s trust perceptions. The people whose peers have more positive
feelings about AI technology use will be more likely to trust in AI teammates.

Facilitating conditions refer to the resource factors that assist the usage of AI machines
in assisting human–AI collaboration [27,28]. In the context of online games, facilitating
conditions involve the assistance offered by the online game platform. Previous stud-
ies have addressed the role of facilitating conditions in assisting the adoption of new
technologies [29,30]. During human–AI teamwork, we hypothesize that as an important en-
vironmental factor, facilitating conditions will assist people’s use of AI machines and raise
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their trust perceptions in AI teammates. Based on the above arguments, we hypothesize
the following hypotheses:

H4. Peer influence has a positive effect on trust in AI teammates.

H5. Facilitating conditions has a positive effect on trust in AI teammates.

3.1.3. Personal Characteristics

Self-efficacy refers to confidence in one’s own ability in using AI technology in human–
AI collaboration [31]. The crucial role of self-efficacy has been widely discussed in investi-
gating new technology adoption. For example, Rahman et al. [32] found that healthcare
technology self-efficacy positively influenced people’s attitudes toward health technologies
usage. Jussupow et al. [33] indicate that diagnostic self-efficacy affects sensemaking pro-
cesses in using AI systems. The relationship with self-efficacy has been verified in existing
research [34]. Furthermore, people with higher self-efficacy are more willing to show posi-
tive attitudes toward new technologies. In the context of human–AI collaboration, people
with higher self-efficacy in using AI technology will tend to believe that AI teammates can
be trusted to cooperate for the same goal and are inclined to cooperate with AI teammates.
Therefore, the following hypotheses are proposed:

H6. Self-efficacy has a positive effect on trust in AI teammates.

H7. Self-efficacy has a positive effect on intention to cooperate with AI teammates.

3.2. Trust and Intention to Cooperate with AI Teammates

Trust is one of the most important factors in explaining technology-adoption behavior,
including AI adoption [35]. Trust also has been widely explored in virtual team collabo-
ration [8]. The purpose of human–AI team collaboration is designed to take advantage
of AI machines and new technology to facilitate teamwork. During team collaboration,
people’s trust in teammates signifies that they have intentions to rely on their teammates
even if there exists uncertainty or potential loss. In the context of human–AI collaboration,
people’s trust in AI teammates means that they are willing to rely on their AI teammates in
accomplishing teamwork. We hypothesize that people with higher trust in AI teammates
are more willing to cooperate with AI teammates. Therefore, the following hypothesis
is presented:

H8. Trust in AI teammates has a positive effect on intention to cooperate with AI teammates.

Figure 1 presents the research model of human–AI collaboration.
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Figure 1. The research model of human–AI collaboration.

4. Research Method
4.1. Data Collection

An online survey method was adopted to obtain the sample data. A research invitation
that involves a link to the e-questionnaire was distributed to the target sample through
social network sites such as WeChat. As a non-interventional study, all participants in
this study were fully informed that the anonymity of all personal information would be
assured, the research would be conducted for the purpose of academic research rather than
commercial use, and their data would be used without any predictable risk. All participants
were told that the completion of the online questionnaire indicates that they agreed with
the consent to analyze their data in this study. All respondents were required to have a
basic knowledge of the multiplayer online games, such as League of Legends, Honor of
Kings, Crossfire, and World of Warcraft. We conducted a round of pilot study to test the
reliability and validity. The reliability and validity of all scales were found to be acceptable.
Then, a formal data collection was performed. We received 500 responses. We removed the
samples that fail in attention-check questions. Finally, we received 423 valid responses for
further analysis. As presented in Table 1, most of the respondents (73.3%) to the survey are
aged between 20 and 30 years. The respondents comprise 55.8% males and 44.2% females.
Most respondents (83.0%) have received an education of a 3- or 4-year college.

Table 1. Demographic characteristics of respondents (n = 423).

Variables Level Frequency Percentage

Gender
Male 236 55.8%

Female 187 44.2%
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Table 1. Cont.

Variables Level Frequency Percentage

Age

<20 77 18.2%
20–25 178 42.1%
26–30 132 31.2%
>30 36 8.5%

Education
High school or below 20 4.7%

3- or 4-year college 351 83.0%
Graduate school or higher 52 12.3%

Monthly income (RMB)

<5000 169 39.95%
5000–10,000 209 49.4%

10,000–20,000 38 9.0%
>20,000 7 1.7%

4.2. Survey Development

For better validity, we adapted established scales from previous studies in measuring
all constructs. Our primary construct, trust in AI teammates, was measured using three
items adapted from Holten [13] and Pavlou and Gefen [36]. Another primary construct,
the intention to cooperate with AI teammates, was tested using three items from Lim [37].
Drawing on Guido and Peluso [22] and Fernandes and Oliveira [24], perceived anthropo-
morphism was measured by two items. Perceived rapport was tested using three items
adapted from Fernandes and Oliveira [24]. Two items adapted from Agarwal and Kara-
hanna [38] were used to measure perceived enjoyment. Peer influence was tested using
three items from Herath and Rao [39] and Carlson and Zmud [40]. Three items adapted
from Thompson, Higgins, Howell [41] and Van Doorn et al. [28] were used to assess facilitat-
ing conditions. Self-efficacy was measured by three items sourced from Hua et al. [31]. All
these scales were measured by a 7-point Likert scale on which 1 indicates strongly disagree
and 7 means strongly agree. Table 2 presents the detailed questions and item scales.

Table 2. Measurement items.

Construct Items Code Questions and Item Scales

Perceived
anthropomorphism

PA1 For me, it is very important that AI teammates act like human.
PA2 For me, Sometimes the AI teammate seems to have real feelings.

Perceived
rapport

PR1 AI teammates will relate well to me.
PR2 I think there will be a “bond” between AI teammates and myself.
PR3 I think there will be a “connection” between AI teammates and myself.

Perceived
enjoyment

PE1 For me, it is very important that I have fun interacting with AI teammates.
PE2 For me, it is very important that I enjoy work with AI teammates.

Peer
influence

PI1 It is likely that the majority of my friends would cooperate with AI teammates.
PI2 My friends/colleagues/co-workers frequently cooperate with AI teammates.

PI3 My friends/colleagues/co-workers have expressed to me how interesting the
cooperation with AI teammates is.

Facilitating
conditions

FC1 On online game platform, guidance would be available to me about the cooperation
with AI teammates.

FC2 On online game platform, specialized instruction concerning the AI teammates
would be available to me.

FC3 On online game platform, a specific employee (or group) should be available for
assistance when I have difficulties in collaboration with AI teammates.

Self-efficacy
SE1 Cooperation with AI teammates is well within the scope of my abilities.
SE2 I feel I will be overqualified for the cooperation with AI teammates.
SE3 I have all the technical knowledge I need to cooperation with AI teammates.
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Table 2. Cont.

Construct Items Code Questions and Item Scales

Trust in
AI teammates

TR1 I usually trust the AI teammates.
TR2 I believe that the AI teammates are trustworthy.
TR3 I feel that AI teammates are honest.

Intention to cooperate
with AI teammates

INT1 I will consider cooperating with AI teammates.
INT2 I would seriously contemplate working with AI teammates.
INT3 I am likely to make future cooperation with AI teammates.

5. Data Analysis
5.1. Measurement Model

ADANCO 2.3.1, a software that is used for variance-based SEM, was employed to test
the research model and hypothesized relationships. All of the variables in our research
model are reflective. We tested the reflective measurement models by internal consistency,
convergent validity, and discriminant validity [42]. Internal consistency was measured by
composite reliability (CR) and Cronbach’s alpha. As presented in Table 3, all values of CR
and Cronbach’s alpha were higher than the suggested threshold of 0.707, indicating good
internal consistency reliability. Convergent validity was tested using outer loadings and
average variance extracted (AVE). Table 3 presents that all outer loadings were higher than
0.7. All AVE values were above 0.5, which indicates that all variables explain more than
50% of the variance of their indicators. The values of AVE and factor loadings show that
the measurement model has good convergent validity.

Table 3. Descriptive statistics.

Constructs Items Factor
Loadings Weights

Composite
Reliability

(CR)

Cronbach’s
Alpha (α)

Average
Variance
Extracted

(AVE)

Mean S.D.

Perceived
anthropomorphism

PA1 0.928 *** 0.558 ***
0.920 0.826 0.851 4.20 1.30PA2 0.918 *** 0.525 ***

Perceived
Rapport

PR1 0.909 *** 0.374 ***
0.940 0.905 0.840 4.05 1.10PR2 0.922 *** 0.356 ***

PR3 0.919 *** 0.362 ***

Perceived
enjoyment

PE1 0.942 *** 0.520 ***
0.942 0.877 0.891 4.34 1.23PE2 0.946 *** 0.540 ***

Peer
influence

PI1 0.919 *** 0.393 ***
0.932 0.891 0.821 4.12 1.16PI2 0.910 *** 0.357 ***

PI3 0.889 *** 0.353 ***

Facilitating
conditions

FC1 0.925 *** 0.365 ***
0.945 0.913 0.852 4.29 1.22FC2 0.923 *** 0.356 ***

FC3 0.922 *** 0.362 ***

Self-efficacy
SE1 0.923 *** 0.380 ***

0.941 0.906 0.842 4.21 1.15SE2 0.926 *** 0.362 ***
SE3 0.905 *** 0.348 ***

Trust in
AI teammates

TR1 0.915 *** 0.376 ***
0.930 0.888 0.817 4.20 1.10TR2 0.913 *** 0.366 ***

TR3 0.883 *** 0.365 ***

Intention to
cooperate with
AI teammates

INT1 0.927 *** 0.353 ***
0.950 0.921 0.864 4.24 1.20INT2 0.930 *** 0.355 ***

INT3 0.931 *** 0.368 ***

Note: *** p < 0.001.
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Discriminant validity was tested using the Fornell–Larcker criterion and cross-
loadings [42]. According to the Fornell–Larcker criterion, the values of AVE should be
higher than squared correlations with other variables. As presented in Table 4, the results
show that all AVE values in the diagonal exceed the squared correlation with any other
variable. According to the discriminant validity tested by cross-loadings, all indicators’
outer loading on their associated variables should exceed their loadings on any other
variable. Table 5 presents the results of cross-loadings, indicating that discriminant validity
is not a concern in this study. Table 6 shows the inter-construct correlations. All correlations
were less than 0.9. The results indicate that common method bias is not a major concern in
this investigation.

Table 4. Discriminant validity evaluation based on the Fornell–Larcker criterion.

Constructs 1 2 3 4 5 6 7 8

1. SE 0.842

2. PA 0.441 0.851

3. PR 0.486 0.453 0.840

4. PE 0.505 0.546 0.491 0.891

5. PI 0.528 0.459 0.607 0.536 0.821

6. FC 0.597 0.490 0.523 0.640 0.593 0.852

7. TR 0.574 0.466 0.576 0.573 0.602 0.658 0.817

8. INT 0.554 0.445 0.553 0.622 0.613 0.701 0.731 0.864

Notes: Squared correlations; AVE in the diagonal.

Table 5. Factor loadings and cross-loadings.

Indicators SE PA PR PE PI FC TR INT

SE1 0.923 0.612 0.650 0.656 0.692 0.741 0.722 0.718

SE2 0.926 0.610 0.623 0.683 0.649 0.692 0.697 0.675

SE3 0.905 0.606 0.647 0.616 0.660 0.693 0.664 0.653

PA1 0.641 0.928 0.594 0.691 0.638 0.673 0.649 0.634

PA2 0.583 0.918 0.649 0.672 0.612 0.617 0.610 0.596

PR1 0.656 0.612 0.909 0.654 0.718 0.669 0.714 0.711

PR2 0.644 0.594 0.922 0.622 0.705 0.648 0.680 0.656

PR3 0.617 0.644 0.919 0.650 0.719 0.672 0.691 0.676

PE1 0.663 0.706 0.656 0.942 0.670 0.764 0.701 0.735

PE2 0.678 0.689 0.667 0.946 0.712 0.747 0.728 0.753

PI1 0.690 0.642 0.726 0.715 0.919 0.736 0.749 0.773

PI2 0.668 0.597 0.673 0.652 0.910 0.688 0.681 0.693

PI3 0.616 0.602 0.718 0.620 0.889 0.666 0.674 0.657

FC1 0.721 0.636 0.697 0.747 0.742 0.925 0.757 0.790

FC2 0.695 0.635 0.680 0.703 0.697 0.923 0.738 0.774

FC3 0.725 0.668 0.627 0.765 0.693 0.922 0.752 0.754

TR1 0.689 0.623 0.733 0.697 0.712 0.735 0.915 0.782

TR2 0.649 0.631 0.688 0.684 0.696 0.708 0.913 0.778

TR3 0.716 0.596 0.635 0.671 0.694 0.756 0.883 0.758

INT1 0.670 0.622 0.690 0.727 0.728 0.761 0.792 0.927
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Table 5. Cont.

Indicators SE PA PR PE PI FC TR INT

INT2 0.669 0.614 0.679 0.724 0.715 0.784 0.799 0.930

INT3 0.734 0.623 0.704 0.747 0.740 0.789 0.793 0.931

Table 6. Inter-construct correlations.

Constructs 1 2 3 4 5 6 7 8

1. SE 1.000

2. PA 0.664 1.000

3. PR 0.697 0.673 1.000

4. PE 0.710 0.739 0.701 1.000

5. PI 0.727 0.678 0.779 0.732 1.000

6. FC 0.773 0.700 0.723 0.800 0.770 1.000

7. TR 0.757 0.683 0.759 0.757 0.776 0.811 1.000

8. INT 0.744 0.667 0.744 0.789 0.783 0.837 0.855 1.000

5.2. Structural Model and Hypothesis Testing

We performed bootstrap for inference statistics. To test the research model and hypoth-
esized relationships, we assessed the path coefficients, the significance of path coefficients,
and the coefficient of determination (R2 value). R2 indicates the goodness of fit and shows
the share of variance explained by independent variables in a dependent construct. The R2

values for trust in AI teammates and intention to cooperate with AI teammates are 0.755
and 0.753 respectively. Considering the research in human–AI collaboration, the R2 values
in the current study seem to be excellent.

Table 7 shows the results of hypothesized relationships. Perceived anthropomorphism
has no significant effect on trust in AI teammates (β = 0.034 p > 0.05), indicating that H1 is
not supported. Perceived rapport positively influences trust in AI teammates (β = 0.193
p < 0.01), and thus H2 is supported. Perceived enjoyment is positively related to trust in
AI teammates (β = 0.122 p < 0.05). Thus, H3 is also supported. The results indicate that
perceived rapport and enjoyment are relatively human–AI interactive characteristics in
human–AI collaboration, rather than perceived anthropomorphism. This result may be
explained by the fact that people can clearly recognize the difference between machines
and people. The purpose of human–AI collaboration is to feel experiences that should be
strongly different from traditional human-human collaboration.

Table 7. Hypothesis testing results.

Relationship Beta p-Value Support

H1: Perceived anthropomorphism → trust in AI teammates 0.034 >0.05 Not Supported

H2: Perceived rapport → trust in AI teammates 0.193 ** <0.01 Supported

H3: Perceived enjoyment → trust in AI teammates 0.122 * <0.05 Supported

H4: Peer influence → trust in AI teammates 0.165 * <0.05 Supported

H5: Facilitating conditions → trust in AI teammates 0.295 *** <0.001 Supported

H6: Self-efficacy → trust in AI teammates 0.165 ** <0.01 Supported

H7: Self-efficacy → intention to cooperate with AI teammates 0.227 *** <0.001 Supported

H8: Trust in AI teammates → intention to cooperate with AI teammates 0.683 *** <0.001 Supported

Note: *** p < 0.001, ** p < 0.01, * p < 0.05.
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In addition, peer influence positively affects trust in AI teammates (β = 0.165 p < 0.05),
which indicates that H4 is supported. The result means that the use of AI technology among
peers will directly influence people’s trust perceptions of AI teammates. When surrounded
by peers who use AI technology, people will tend to trust their AI teammates. Facilitating
conditions positively influence trust in AI teammates (β = 0.295 p < 0.001), and thus H5 is
also supported. The hypothesized relationship indicates that the external conditions that
facilitate AI technology use will induce people’s trust in AI teammates.

Self-efficacy is positively related to trust in AI teammates (β = 0.165 p < 0.01) and
intention to cooperate with AI teammates (β = 0.227 p < 0.001), indicating that H6 and H7
are supported. The results reveal the crucial role of self-efficacy in AI technology use in
determining human–AI collaboration. As a new technology used in team collaboration,
people’s confidence in using AI technology will help them to trust in AI teammates and
collaborate with AI teammates.

Furthermore, trust in AI teammates positively influences intention to cooperate with
AI teammates (β = 0.683 p < 0.001), which indicates that H8 is statistically supported.
The result signifies that trust is a determinant factor in influencing people’s collaboration
intention to work with AI teammates.

6. Discussion
6.1. Summary of Findings

The main goal of this study is to determine what contributes to human–AI collabora-
tion. For this purpose, this investigation develops and empirically tests a research model
which involves the influencing mechanisms of trust and intention to cooperate with AI
teammates in human–AI collaboration. First, to answer the first research question (i.e.,
what and how factors influence trust in AI teammates and intention to cooperate with AI
team-mates?), we propose that there were three important characteristics in influencing
trust in AI teammates and intention to cooperate with AI teammates, including interactive
characteristics, external characteristics, and personal characteristic. By developing and as-
sessing the research model of human–AI collaboration, this study shows that as interactive
characteristics, perceived rapport and enjoyment will positively affect people’s trust in
AI teammates.

As interactive characteristics, perceived enjoyment and perceived rapport positively
affect trust in AI teammates. The findings are consistent with previous research that
identifies the crucial role of interactions in addressing trust in human–AI teams [10] and
perceived enjoyment will facilitate positive intentions [43]. For interactive characteristics,
one unanticipated finding is that the relationship between perceived anthropomorphism
and trust in AI teammates is not supported. This result may be explained by the fact that
the interaction between human and AI teammates in multiplayer online games is mainly
focused on action coordination, rather than verbal communication and other figurative
expressions. There is currently a limited amount of communication that game platforms
can offer between real players and their AI teammates [6]. It is important for real players
whether AI teammates can understand their goals, quests, and actions so that they can
act accordingly and win the match. In this process, it is less important whether the AI
teammate is like a “real person” or not.

As external characteristics, peer influence and facilitating conditions positively relate
to trust in AI teammates. Previous research suggests the effect of facilitating conditions and
social influence on behavioral intention in acceptance of IT [44]. This study further verifies
the role of peer influence and facilitating conditions in determining behavioral intentions by
affecting trust in AI teammates in the context of online games. As a personal characteristic,
self-efficacy positively affects trust and intention to cooperate with AI team-mates.

Second, to answer the second research question (i.e., how do people’s trust in AI
teammates influence their intention to cooperate with AI teammates?), the results verify
the positive relationship between trust in AI teammates and intention to cooperate with AI
teammates. This finding is consistent with previous research [8,35].
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6.2. Theoretical and Practical Implications

Our study presents the following contributions to the human–AI collaboration liter-
ature. First, this study has contributions to online game literature. Recent studies have
focused on online game strategy and addiction [45,46], rather than the adoption of new
technologies in the context of online games. The adoption of AI technologies in online
games has not been fully investigated, though the employment of human–AI collaboration
has drawn the attention of practitioners. This work contributes to online game literature
by emphasizing the customers’ view of cooperating with AI teammates in the context of
multiplayer online games.

Second, this study lays the groundwork for future research into relationships in human–
AI collaboration. Previous studies have emphasized the design strategies of human–AI
teamwork [2,12], while this study endeavors to understand the relationships generated
during human–AI interaction. Few studies have attempted to comprehensively assess the
factors that may influence the adoption and performance of human–AI collaboration. This
study proposes a relatively comprehensive research model in explaining people’s trust
perceptions and intention to cooperate with AI teammates.

Third, this study adds to the team collaboration literature by identifying the influenc-
ing factors of trust perceptions and intention to cooperate with AI teammates. This study
establishes a quantitative framework for detecting the role of interactive characteristics,
external characteristics, and personal characteristics in determining human–AI collabora-
tion. The current understanding of human–AI collaboration is still limited. The framework
and research model hypothesized in this investigation supports a theoretical process of
human–AI collaboration decision. The quantitative results indicate that the human–AI
collaboration decision is determined by perceived rapport and enjoyment of AI machines,
the influence from peers and facilitating conditions, and users’ self-efficacy in using AI
technologies. These findings will assist future research into human–AI collaboration.

This work also shows practical implications. Despite the fact that human–AI collabora-
tion has become an irreversible trend, limited practical implications have been shared with
the management of AI technologies in improving customers’ adoption and trust percep-
tions of AI teammates. This investigation verify the significance of several factors of trust
in AI teammates that are associated with their intention to cooperate with AI teammates.
Managers who recognize that perceived rapport and enjoyment of using AI machines
positively influence human–AI collaboration should supervise and urge the design of AI
teammates toward higher and better relationships and enjoyment experience. In addition,
the managers should realize the significance of external factors and provide an instruction
manual for using AI machines in teamwork. A special department should be set up to help
users who encounter difficulties in human-computer interaction. Moreover, training about
using AI technologies should be provided at the beginning of human–AI collaboration to
enhance users’ self-efficacy. Moreover, the result shows that perceived anthropomorphism
is not significant in influencing trust in human–AI teammates. Thus, more effort should be
invested to improve the rapport and enjoyment during human–AI interaction, rather than
the anthropomorphic design of AI machines.

6.3. Limitations and Future Directions

As for any study, this work is subject to some limitations. First, this study was
conducted in the context of multiplayer online games. The results of this study should be
further tested in other human–AI collaboration contexts for the generalizability. Second,
similar to much behavioral research, this work investigates behavioral intention, rather
than the actual intention. With the increasing adoption of AI technologies in online games,
future research is encouraged to investigate the relationship between users’ behavioral
intention and the actual behavior of adopting human–AI collaboration.
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