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Abstract: Systematic reviews (SR) are crucial in synthesizing and analyzing existing scientific lit-
erature to inform evidence-based decision-making. However, traditional SR methods often have
limitations, including a lack of automation and decision support, resulting in time-consuming and
error-prone reviews. To address these limitations and drive the field forward, we harness the power
of the revolutionary language model, ChatGPT, which has demonstrated remarkable capabilities
in various scientific writing tasks. By utilizing ChatGPT’s natural language processing abilities,
our objective is to automate and streamline the steps involved in traditional SR, explicitly focusing
on literature search, screening, data extraction, and content analysis. Therefore, our methodology
comprises four modules: (1) Preparation of Boolean research terms and article collection, (2) Abstract
screening and articles categorization, (3) Full-text filtering and information extraction, and (4) Content
analysis to identify trends, challenges, gaps, and proposed solutions. Throughout each step, our
focus has been on providing quantitative analyses to strengthen the robustness of the review process.
To illustrate the practical application of our method, we have chosen the topic of IoT applications in
water and wastewater management and quality monitoring due to its critical importance and the
dearth of comprehensive reviews in this field. The findings demonstrate the potential of ChatGPT in
bridging the gap between traditional SR methods and AI language models, resulting in enhanced
efficiency and reliability of SR processes. Notably, ChatGPT exhibits exceptional performance in
filtering and categorizing relevant articles, leading to significant time and effort savings. Our quanti-
tative assessment reveals the following: (1) the overall accuracy of ChatGPT for article discarding
and classification is 88%, and (2) the F-1 scores of ChatGPT for article discarding and classification
are 91% and 88%, respectively, compared to expert assessments. However, we identify limitations in
its suitability for article extraction. Overall, this research contributes valuable insights to the field of
SR, empowering researchers to conduct more comprehensive and reliable reviews while advancing
knowledge and decision-making across various domains.

Keywords: ChatGPT; systematic review; automation; Internet of Things (IoT); article filtration; article
categorization; information extraction; content analysis

1. Introduction

Review articles serve various purposes within the academic literature with differ-
ent types, including narrative reviews, Systematic reviews (SR), meta-analyses, scoping
reviews, and integrative reviews [1]. Narrative reviews provide a broad overview and
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subjective analysis of existing literature [2], while SRs employ a thorough methodology
to synthesize all relevant studies on a specific research question, ensuring objectivity and
minimizing bias [3]. SRs offer several advantages, such as providing a reliable and com-
prehensive assessment of evidence, guiding evidence-based practice and policymaking,
identifying research gaps, and enhancing statistical power through meta-analysis [4,5]. It
is worth mentioning that SR articles are a valuable tool for synthesizing and analyzing
research evidence in many fields of research, particularly in fields where research evidence
is constantly evolving, such as in healthcare [6–9], project management [10–13], construc-
tion management [14–19], and aviation routing management [20,21]. To ensure that SRs
are reported accurately and comprehensively, PRISMA (Preferred Reporting Items for SRs
and Meta-Analyses) is widely used. Developing and executing a comprehensive search
strategy to conduct an SR using the PRISMA method is essential.

The search strategy is vital in identifying relevant studies to be included in SRs. Such
a strategy involves carefully selecting appropriate databases, applying pertinent Boolean
research terms (BST) and keywords, and executing systematic searches to capture a com-
prehensive variety of evidence related to the research question [22]. In accordance to the
PRISMA guidelines [23], inclusion and exclusion criteria are also crucial in the SR process.
These predetermined criteria help assess the relevance of articles during the study selection
phase, ensuring that the chosen studies align with the review’s objectives and provide
pertinent information to address the research question. Furthermore, snowballing is mainly
applied to identify additional relevant articles that may have been missed in the initial liter-
ature search. The snowballing process can be achieved by gathering the articles from the
references (backward) and citation (forward) lists of included studies [24]. However, it is
important to acknowledge the PRISMA method’s limitations, including potential reporting
bias, the challenges of adapting to different review articles, human uncertainties in deter-
mining the article’s eligibility, and the time consumed including and excluding articles from
the database [25,26]. Despite these limitations, the SR process, PRISMA guidelines, and
snowballing procedures significantly all contribute to evidence synthesis and knowledge
advancement across various fields. With the continued advancement of AI-driven language
and chatbot technologies, there is an increasing potential for automating the SR process
through alternative methods. Leveraging these AI-powered tools offers opportunities to
streamline the SR process, saving time and costs while addressing uncertainties arising
from human responses. By exploring these possibilities, we can optimize workflows and
enhance the overall efficiency of conducting SR.

ChatGPT (Generative Pre-trained Transformer) has proven to be a valuable tool
in various fields, including healthcare [27–29], education [30–33], construction manage-
ment [34,35], and scientific writing [36–38]. Within scientific writing, ChatGPT has proven
its efficacy in generating abstracts, introductions, and research article summaries, while
also assisting with SR processes by extracting relevant information and providing concise
summaries [39,40]. Its capabilities as a powerful language model extends beyond simple
language generation, offering valuable suggestions for structuring the article, enhancing
clarity, and ensuring a logical flow [41]. Collaborating with ChatGPT empowers researchers
to outline different manuscript sections, including the introduction, methods, results, and
discussion, facilitating comprehensive and cohesive narratives [42]. Furthermore, Chat-
GPT’s role extends to the editing and proofreading stages of scientific writing, serving as
a meticulous grammar and language checker to adhere to the required style and format-
ting guidelines [43]. However, it is essential to recognize that while ChatGPT provides
indispensable support, its usage should complement human expertise. Researchers must
critically evaluate the model’s outputs, thoroughly verify information, and ensure the accu-
racy and reliability of the generated content [44]. By combining the capabilities of ChatGPT
with human insight, researchers can significantly enhance the efficiency, productivity, and
overall quality of their research and scientific writing endeavors.

Despite the capabilities of ChatGPT in various aspects of scientific writing, there is
no previous research focusing on automating the SR process by levering the power of
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ChatGPT. However, a recent study by Qureshi [45] has raised important questions about
the possibilities of ChatGPT in automating the SR process. It is worth mentioning that
this study [45] just raised the question and discussed ChatGPT’s capabilities in the SR
process; however, they did not introduce a practical implementation of how we can do this
by levering the ChatGPT. While acknowledging the outstanding capabilities of ChatGPT in
automating the SR process, the study [45] recommended further research to investigate its
limitations and capacities. Therefore, our paper aims to bridge this gap by harnessing the
power of ChatGPT to introduce a practical implementation of the automated SR process.
Our main focus is on streamlining the traditional process of SR and introducing practical
implementations of ChatGPT at different stages of the SR process.

In order to showcase the practical implementation of our methodology, we delve
into the extensive domain of Internet of Things (IoT) applications pertaining to water
and wastewater management, as well as water quality monitoring. This subject holds
significant importance due to the transformative impact of IoT in these particular domains.
By undertaking this exploration, we contribute to the automation of the systematic review
(SR) process, which can be applicable to various research fields, and provide valuable
insights into the current state of IoT technologies in these critical areas.

Our approach encompasses a series of well-designed steps, commencing with a com-
prehensive and systematic search across relevant databases. Subsequently, we employ
stringent filtering and extraction techniques to extract the most pertinent information from
the collected literature. This is followed by a thorough content analysis of the selected
studies, enabling us to unveil patterns, identify emerging trends, and gain a holistic under-
standing of the overall landscape regarding IoT applications in water management and
water quality monitoring. By harnessing the capabilities of ChatGPT technology, we can
leverage its natural language processing capabilities to streamline the analysis process and
unveil concealed connections within the research corpus.

It is important to emphasize that while this paper outlines the methodology for
conducting an SR, it does not delve into the specific findings regarding IoT applications in
water management and water quality monitoring. Instead, the findings will be meticulously
documented and published separately, allowing for a comprehensive exploration of this
dynamic and critical area. The detailed objectives of the study can be summarized in the
following points:

X To investigate the potential of ChatGPT in generating relevant keywords and phrases
for literature search in water and wastewater management applications and water
quality monitoring.

X To compare the accuracy and efficiency of utilizing ChatGPT for screening and filtering
studies to be included in an SR, in contrast to conventional methods.

X To assess the completeness and accuracy of employing ChatGPT in extracting and
synthesizing information from abstracts and full-text articles of the selected studies.

X To compare the quality and rigor of the SR process when utilizing ChatGPT against
traditional SR methods. This comparison will consider various metrics, including
reproducibility, bias, and transparency.

X To provide comprehensive guidance on the best practices for integrating ChatGPT into
the methodology of SRs specifically focused on water and wastewater management.

To fulfil the objectives of this study, a novel methodology is devised to integrate
ChatGPT into the SR procedure, and its performance is compared against traditional SR
approaches. This paper makes a valuable contribution to the existing body of knowledge
on utilizing artificial intelligence (AI) in advancing SR methodologies by presenting an
innovative approach that leverages ChatGPT (based on the GPT-3.5 architecture model)
to enhance the overall process. The proposed methodology is employed to conduct an SR
article focusing on IoT applications in water and wastewater management. Furthermore,
the implications and limitations of this methodology for future research endeavors in the
field are thoroughly examined and discussed.
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2. Research Methodology
2.1. Exploring ChatGPT: Characteristics and Interactions

ChatGPT is a powerful language model that is specifically designed to facilitate in-
teractive conversations and simulate human-like dialogue. It is built upon the foundation
of GPT-3.5, an advanced variant of the GPT-3 model developed by OpenAI. ChatGPT
leverages the enhancements and refinements introduced in GPT-3.5, which include im-
proved natural language understanding, longer consecutive output, and better adherence
to instructions. By utilizing ChatGPT, our study benefits from its ability to retain context
from previous interactions, allowing for more coherent and context-aware responses. This
feature enables ChatGPT to generate high-quality and engaging conversational experiences,
making it an ideal choice for chat-based applications and conversational agents. Further-
more, ChatGPT based on GPT-3.5 offers advanced natural language processing capabilities,
enabling it to perform tasks such as summarization, question answering, and handling
large datasets with enhanced accuracy and relevance. Generally, GPT is a general-purpose
language model developed by OpenAI, while ChatGPT is a variant of GPT specifically
designed for conversational interactions.

In the proposed methodology, we adopted an interactive approach by engaging in
conversations with ChatGPT. To ensure effective interaction, we carefully prepared prompts
that prompted ChatGPT to generate responses in a conversational manner. Notably, we
made a deliberate decision to retain the conversation history throughout the interaction.
By intentionally preserving the dialogue context and not clearing the conversation history
before generating new responses, we observed a significant improvement in the learn-
ing and performance of ChatGPT. Retaining the conversation history allows ChatGPT
to maintain a contextual understanding of the ongoing conversation, resulting in more
coherent and relevant responses. This approach enables ChatGPT to effectively build upon
the previous exchanges, consider the entirety of the conversation’s context, and provide
responses that are not only accurate but also contextually appropriate. By leveraging the
full conversational context, our methodology harnesses the true potential of ChatGPT
based on GPT-3.5 and enhances the overall quality of the interactive experience.

2.2. Automation of SR Process Using ChatGPT

This study utilized a mixed-methods research design, combining ChatGPT, an AI-
driven language model, with traditional SR methods to automate and streamline the review
process while enhancing its efficiency and reliability. By bridging the gap between tradi-
tional SR methods and AI language models, this approach facilitated a comprehensive
exploration of the research topic through qualitative and quantitative analyses. Qualitative
analysis identified trends, challenges, gaps, and recommendations within selected studies,
while quantitative analysis evaluated ChatGPT’s performance compared to expert assess-
ments. This methodology involved iterative stages depicted in Figure 1, where ChatGPT
automated specific tasks while ensuring result accuracy and reliability through human
oversight. These stages encompassed extracting research questions, generating Boolean
research terms (BSTs), filtering publications based on abstracts, conducting full-text fil-
tration and information extraction, and performing comprehensive content analysis. The
following subsections provide a comprehensive and detailed description of the proposed
methodology, encompassing each stage of the automation process.
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Figure 1. Overview of the SR Process Automation Stages.

2.2.1. Initialization, Extraction of Research Words and Articles Records

The methodology for automating SR process steps involves the following procedures.
Firstly, a suitable database is chosen as the primary source of information. A crucial step in
commencing the SR article involves identifying and including pertinent articles addressing
the research questions within the SR. To facilitate this process, it becomes imperative to
generate BSTs capable of effectively searching through diverse databases, such as Scopus,
Google Scholar, or Web of Science. To enhance the quality of responses from ChatGPT,
which utilizes reinforcement learning [45], we implemented a strategy of gradual input of
questions. General questions about the research topic are initially posed, followed by more
specific inquiries to stimulate ChatGPT’s understanding and generate accurate responses.
This approach facilitates a progressive refinement of ChatGPT’s understanding and enables
the generation of accurate responses. Following the initialization process, ChatGPT is
informed about the objective of conducting a SR within a specific research area. ChatGPT
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leverages this information to generate search terms or BSTs tailored to the selected database.
These BSTs are designed to refine the search and include relevant keywords associated with
the research topic. It is important to note that while ChatGPT streamlines the search process,
manual searching remains necessary to account for potential formatting inconsistencies
or limitations, ensuring the accurate retrieval of relevant articles. This manual search
complements the automated search process and serves to validate the results obtained
from ChatGPT.

To evaluate ChatGPT’s proficiency in keyword extraction, it is assigned the task of
identifying frequently used keywords based on the BSTs employed for publication extrac-
tion. The extracted keywords are then compared with keywords obtained from established
software tools (e.g., VOSviewer software) for validation and analysis. This comparative
analysis facilitates the assessment of the degree of overlap and potential differences in the
extracted keywords, ensuring the reliability of the keyword extraction process.

2.2.2. Articles Filtration Using Titles and Abstracts

Traditionally, the initial filtration of articles in the SR process involves manual investi-
gation of abstracts, which is considered time-consuming and prone to human errors. To
overcome these challenges, an alternative approach is being employed using ChatGPT to
perform the filtration process. Initially, broad categories of interest are identified based
on an analysis of research trends in the field. These categories are selected to encompass
the key focus areas and ensure that the filtration process targets the most relevant articles
within those domains. To better elaborate on the capabilities of ChatGPT, the problem
is restructured as a classification task, where ChatGPT is assigned the responsibility of
categorizing articles into specific predefined categories. In cases where an article does not
fit into any of these categories, ChatGPT should classify it as irrelevant or under the “not
related” category. To assess the classification abilities of ChatGPT across various input
scenarios, two task scenarios are conducted. In the first scenario (i.e., ChatGPT (APA)),
ChatGPT is provided with only the article APA reference as input, while in the second
scenario (i.e., ChatGPT (APA + Abstract)), both the article APA reference and abstract are
included as input. By employing these two scenarios, we are able to examine how the
inclusion of Supplementary Information affected the accuracy of the classification results,
enabling a comprehensive evaluation of ChatGPT’s performance with different input levels.
By comparing the results of these two scenarios, the impact of including Supplementary
Information on the classification accuracy can be assessed, allowing for determining the
most suitable methodology for automating the initial articles filtration process.

As the classification of articles utilizing ChatGPT represents a novel approach, it is
of utmost importance to establish a robust evaluation methodology that can accurately
assess its performance. Recognizing the significance of evaluation, we embarked on a
comprehensive evaluation process incorporating expert volunteers’ invaluable opinions
and expertise to provide a comprehensive and reliable assessment. These volunteers,
consisting of researchers and engineers with varying levels of expertise in water and
wastewater management, provided a benchmark against which ChatGPT’s classification
outcomes were compared. The evaluation process incorporates human interpretation and
contextual understanding, enriching the assessment with valuable feedback and insights.
Expert volunteers are given a questionnaire containing article titles and abstracts to evaluate
and classify. Transparency is a key aspect of our evaluation approach. To better evaluate
the agreement between raters and to decrease human biases, we evaluate the inter-rater
reliability of the volunteer responses using Cohen’s kappa [46]. Based on this analysis, we
can estimate the consistency of classifications among volunteers and identify any unreliable
raters. Raters with a low kappa value or a lack of agreement with other raters will be
excluded from further analysis to ensure the process’ accuracy and reliability.

Furthermore, a confusion matrix will be constructed to assess the relationship between
expert classification (i.e., benchmark) and ChatGPT’s classifications based on the two
different scenarios. The confusion matrix is a widely used tool to evaluate the identification
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accuracy between actual and predicted values in classification tasks. It provides valuable
insights into the precision and accuracy of the classification model [47]. The confusion
matrix consists of True Positive (TP), True Negative (TN), False Positive (FP), and False
Negative (FN) values. The diagonal values of the matrix represent the correctly identified
samples, while FP and FN represent incorrect predictions. As depicted in Figure 2, the
confusion matrix will allow us to calculate various performance metrics such as precision,
accuracy, and F1-score based on the TP, TN, FP, and FN values. Our evaluation will consider
the expert classifications (i.e., benchmark) as true values and ChatGPT classifications as the
predicted values.
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the total number of articles belonging to different categories, while u, v, w, and x represent the total
number of ChatGPT classifications.

2.2.3. Full-Text Filtration and Information Extraction

After the initial articles’ filtration using titles and abstracts, a second round of article
filtration is traditionally conducted to evaluate the suitability of the remaining articles
for inclusion in the review and to extract valuable information from them. However, this
manual reading process can be time-consuming. To address this challenge, an automated
approach utilizing ChatGPT is employed for full-text filtering. The approach focuses on
identifying sub-categories within each main category, enabling a targeted exploration of
specific areas of interest, and ensuring a comprehensive coverage of diverse topics relevant
to the review. Careful selection of these sub-categories allows for two primary objectives:
extracting relevant information for each sub-category and eliminating articles that do not
align with the research goals. To automate the information extraction process, a prompt is
designed to solicit ChatGPT’s recommendations for relevant questions related to each sub-
category. ChatGPT’s responses will help extract information from the articles and eliminate
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irrelevant studies. Accordingly, two task scenarios are conducted to evaluate ChatGPT’s
efficacy in automating this process. The first scenario involves providing ChatGPT with
only the article reference as an input (i.e., ChatGPT (APA)), while in the second scenario,
the input includes the article’s relevant sections, such as abstracts, methodologies, and
some parts of the results and discussions. The length of the prompts is adjusted to balance
obtaining reliable responses from ChatGPT and saving time.

It is important to highlight that in the second scenario, the relevant information in the
articles includes data presented in tabular and figure formats, which constitute a significant
amount of details influencing the quality of the extracted information. To address these
limitations, we took measures to incorporate tabular information into the input provided
to ChatGPT. This inclusion of structured data from tables aimed to enhance the model’s
understanding and improve the accuracy of its responses. However, it is essential to
acknowledge that models such as ChatGPT may not possess the specific capability to
interpret visual data when it comes to extracting information from figures. Therefore, we
recommend that researchers carefully analyze figures and rely on human interpretation
to extract relevant information, particularly when the figures contain substantial and
intricate content. By retaining control over full-text filtration and information extraction,
researchers can ensure the accurate interpretation and the inclusion of important details
from non-textual sources.

The evaluation process in this stage is subjective and cannot solely be relied on to
assess ChatGPT’s performance in extracting information. To overcome this limitation, a
collective approach is adopted. The authors collaboratively answer the questions posed to
a subset of articles, following the conventional systematic review process. The agreement
between the authors’ answers and ChatGPT’s responses indicates ChatGPT’s efficacy in
comprehending and extracting information from the articles.

2.2.4. Content Analysis of the Extracted Information

The content analysis of the extracted information is a critical phase in SR methodology,
which traditionally consumes a significant amount of time. This phase focuses on analyzing
the content collected in the previous stages to identify patterns, extract key insights, and
generate comprehensive data statistics. The primary objective is to facilitate a thorough
discussion and evaluation of the research, including identifying research gaps and limita-
tions in previous studies, ultimately leading to informed recommendations. To expedite
this time-consuming process, ChatGPT is utilized for automating the content analysis,
providing efficient analysis capabilities. It is important to emphasize that ChatGPT’s role
is confined to analyzing the given information through text analysis of the questions and
responses. The authors maintain complete control over the conversation, guiding ChatGPT
using specific prompts tailored to the analysis objectives.

The evaluation of ChatGPT’s responses in this stage is subjective and relies on the
expertise and judgment of the authors. While ChatGPT’s responses offer initial analysis,
the authors critically evaluate and validate the generated content. The collected responses
are then compiled and organized to facilitate structured data exploration, allowing for a
rigorous examination of the insights derived from the extracted information. ChatGPT’s
automated responses will serve as a valuable starting point for further exploration and
examination. By incorporating ChatGPT to automate the content analysis process, the
methodology aims to improve efficiency while preserving the authors’ control and over-
sight. This approach enables a streamlined analysis of the extracted information, leading
to a comprehensive discussion, identifying research gaps, and formulating well-informed
recommendations.

2.3. Case Study Selection

To demonstrate the effectiveness of our suggested SR approach, we have intention-
ally selected the topic of Internet of Things (IoT) applications in water and wastewater
management and water quality monitoring. This topic holds immense significance due
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to the transformative impact of IoT in these domains. However, despite the growing
importance and advancements of IoT technologies, there remains a lack of comprehen-
sive reviews that delve into the intricacies of this specific domain [48–51]. Therefore, our
research aims to contribute to the automation of the SR process by leveraging the power
of ChatGPT to conduct an SR in the context of IoT applications in water and wastewater
management. Furthermore, selecting this case study topic is well-aligned with the authors’
background, facilitating better oversight and validation of ChatGPT’s responses. This
ensures the accuracy and reliability of all generated content.

It is worth noting that our case study concentrates on three specific subtopics within
the broader domain of IoT applications in water and wastewater management: IoT-based
water quality monitoring, IoT-based water infrastructure management, and IoT-based
wastewater infrastructure management. These subtopics have been carefully chosen to
comprehensively cover various aspects and applications of IoT technologies in water and
wastewater management. Moreover, they allow for thorough testing of the proposed
methodology through distinct and specific topics under the overarching theme of IoT
application in infrastructure management. This comprehensive approach contributes to
advancing the potential of ChatGPT as a tool for automating SR and understanding IoT
applications in water and wastewater management.

3. Results and Discussion

This section endeavors to provide a thorough exposition of our methodology im-
plementation within the context of the case study focusing on IoT applications in water
and wastewater management alongside water quality monitoring. Furthermore, we will
offer a detailed assessment of the performance and outcomes achieved by ChatGPT across
various sections.

3.1. Research Words Generation, Article Exrcation, and Keywords Retiveal

Figure 3 showcases the flowchart representing the initial phase of our methodology.
For this study, we directed our attention toward the Scopus database as the primary source
of information. To enhance the quality of responses from ChatGPT, we implemented a
strategy of gradual input of questions. Practically, the training of ChatGPT was initiated by
posing general questions pertaining to the research topic. These initial inquiries served as a
foundation for further exploration and understanding. Subsequently, we transitioned to
more targeted and specific questions, delving into various aspects, such as the definition
of IoT, civil infrastructures, and the intersection of infrastructure management with IoT
applications in water and wastewater management. A compilation of these questions
employed during the initialization phase can be found in Table 1.

Table 1. Examples of the question asked to the ChatGPT to feed the Ai with information about the topic.

ID Question

1 What is the Internet of Things?
2 What are the applications of the IoT so far?
3 What are the requirements to build the IoT system?
4 What are the infrastructures from the Civil engineering perspective?

5 How can the concept of the IoT be implemented in the domain of water
and wastewater management?

6 What are the academic insights about implementing the IoT in water and
wastewater management?

Furthermore, additional questions were posed for a comprehensive understanding
of ChatGPT’s capabilities, and the corresponding responses provided by ChatGPT are
displayed in Figures S1–S7. This gradual approach empowered ChatGPT to generate
well-informed, contextually relevant responses, and increasingly refined as we progressed
through our SR methodology.
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Figure 3. The flowchart depicts the initial phase of the systematic review with the ChatGPT. The
flowchart shows three primary steps: (1) the development of Boolean research terms, (2) the ex-
traction of relevant research articles, and (3) the extraction of the most common keywords. The
performance of the ChatGPT was evaluated utilizing conventional, cutting-edge techniques for
conducting systematic reviews.

Upon completing the initialization process, we apprised ChatGPT of our intention to
conduct an SR focusing on “IoT applications in water and wastewater management and
water quality monitoring”. Surprisingly, ChatGPT generated BSTs derived from the Scopus
database, as depicted in Figure 4a, presenting an unexpected and noteworthy outcome.
This successful generation of BSTs highlights the potential of ChatGPT in assisting with
the literature search process. Moving forward, we included and excluded articles from the
database by instructing ChatGPT to generate BSTs that constrained the search to English-
language journal articles and conference papers published between 2010 and 2022, as
demonstrated in Figure 4b. Furthermore, Figure 4c shows an additional request to ensure
that the BSTs encompassed publications with the BSTs present in their titles, abstracts,
or keywords. Following these gradual iterations of refinement, the final set of BSTs was
obtained, which are as follows: “TITLE-ABS-KEY((“internet of things” or “IoT”) AND
(“water” OR “wastewater” OR “sewage” OR “sanitation”) AND (“infrastructure” OR
“infrastructures”)) AND (LIMIT-TO (DOCTYPE, “ar”) OR LIMIT-TO (DOCTYPE, “cp”))
AND (PUBYEAR > 2009 AND PUBYEAR < 2023)”. However, it is essential to note that
despite ChatGPT’s assistance in generating the BSTs (refer to Figure S6), we encountered
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inconsistencies in the formatting of references associated with these publications, indicating
challenges in the extraction process. These findings corroborate with a previous study [52]
that documented similar issues encountered by ChatGPT models in reference extraction.
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searches. (a) response with BST, (b) response with BST for the latest 12 years, and (c) response with
BST for the latest 12 years and include articles and conferences with English language only.

Consequently, we resorted to manual searching on Scopus in order to ensure the
accurate retrieval of relevant articles. Table 2 provides examples of ChatGPT’s responses,
illustrating errors in the DOI, publication title, or both. For additional instances of references
generated by ChatGPT, please refer to Figure S7. Following the extraction of all relevant
articles from Scopus, our focus shifted towards evaluating the proficiency of ChatGPT in
retrieving keywords as part of the SR process. To assess this, we assigned ChatGPT the
task of identifying the top 50 frequently used keywords based on the BSTs employed for
publication extraction, as illustrated in Figure 5. The effectiveness of ChatGPT’s keyword
extraction was then evaluated through a comparative analysis with VOSviewer software
(1.6.19), a widely used tool for visualizing and analyzing bibliographic data. By comparing
the keywords extracted by ChatGPT with those obtained from VOSviewer, we sought to
assess the degree of overlap and potential differences in the extracted keywords.

Table 3 presents the similarity percentage between the keywords obtained from Chat-
GPT and VOSviewer for different numbers of keywords considered. This comparative
analysis allowed us to gauge the level of agreement between ChatGPT’s keyword ex-
traction and the results generated by VOSviewer. While our findings indicated a certain
level of agreement between the keywords extracted by ChatGPT and those obtained from
VOSviewer, we also observed some notable differences (refer to Table 3). Specific unique
keywords surfaced in VOSviewer that ChatGPT did not identify, and vice versa. These
differences showed the poor performance of AI-powered keyword extraction methods
compared to traditional software tools. The presence of unique keywords exclusively
identified by VOSviewer suggests that ChatGPT achieved partial success in extracting the
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keywords. Therefore, it is recommended to rely on alternative methods, such as Scoups or
VOSviewer, for a more reliable approach. Such differences in the extracted keywords can
be attributed to factors such as the training data, biases, and algorithmic limitations, which
can impact the effectiveness and accuracy of AI-powered keyword extraction. Further
research in this area would shed light on the strengths and weaknesses of AI models such
as ChatGPT and inform the future refinement and improvement of keyword extraction
techniques. The compilation and summary of the unique keywords obtained from both
ChatGPT and VOSviewer are provided in Table S1, providing a comprehensive overview
of the extracted terms from different perspectives.

Table 2. Examples of the references extracted from the ChatGPT and the evaluation of the correctness
for both title and DOIs.

No. ChatGPT Reference Doi Check Title Check

1

AlFuqaha, A., Guizani, M., Mohammadi, M., Aledhari, M.,
& Ayyash, M. (2015). Internet of things: A survey on

enabling technologies, protocols, and applications. IEEE
Communications Surveys & Tutorials, 17(4), 2347-2376.

https://doi.org/10.1109/COMST.2015.2444095

Correct Correct

2

Akbar, M., & Khan, M. S. (2018). IoT-based smart
wastewater management system. International Journal of

Distributed Sensor Networks, 14(6), 1550147718781026.
https://doi.org/10.1177/1550147718781026

DOI not
found Correct

3

Arumugam, S., & Selvamani, S. (2020). Internet of things
(IoT) based smart water management system: A review.

Journal of Ambient Intelligence and Humanized
Computing, 11(10), 4369-4390.

https://doi.org/10.1007/s12652-020-02770-w

Incorrect Correct

4

Dong, J., Li, Y., & Li, X. (2019). A review of internet of
things-based smart water management systems. Journal of

Sensors, 2019, 1-11.
https://doi.org/10.1155/2019/2567391

DOI not
found Incorrect

5

Kaur, P., Kumar, M., & Singh, P. (2021). IoT-enabled water
management: A review. In I. Ahmad, S. Shafi, S. S. Gill, &
V. Chang (Eds.), Internet of things and big data analytics

towards next-generation intelligence
(pp. 381-398). Springer.

https://doi.org/10.1007/978-981-33-6965-5_17

DOI not
found Incorrect

6

Kumar, M., Kumar, V., & Al-Fuqaha, A. (2021). An
overview of cyber-physical system-based water

management in smart cities. Journal of Sensor and
Actuator Networks, 10(2), 19.

https://doi.org/10.3390/jsan10020019

DOI not
found Incorrect

Table 3. The similarity percentage between the keywords from ChatGPT and VOSviewer.

ChatGPT VOS Viewer Similarity (%) Number of Unique Keywords
from ChatGPT

50 50 20 40

100 100 28 72

180 180 23 138

200 200 21 158

50 263 68 16
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Figure 5. User prompt asking the ChatGPT to retrieve the top 50 keywords and the ChatGPT’s
response in tabular format.

In summary, the initial phase of our methodology revealed the considerable capability
of ChatGPT in generating pertinent BSTs for retrieving relevant articles and the limited
capabilities of extracting keywords. Regrettably, ChatGPT was unable to extract relevant
articles without human guidance autonomously. These preliminary findings lay a solid
foundation for the subsequent stages of our methodology, which will primarily concentrate
on the accurate filtering and categorization of the extracted articles in order to enhance the
depth and comprehensiveness of the SR process. In the next phase, we will explore how
ChatGPT can filter and categorize the articles extracted in phase one.

3.2. First-Round Article Classification and Filtration (Title and Abstract)

A total of 496 English language journal articles and conference proceedings relevant
to the research topic were retrieved from the Scopus database using BSTs suggested by
ChatGPT. Figure 6 showcases the flow chart of filtrating and categorizing articles in the first
part and extract filtrating and information extraction from related articles in the second part.

Initially, we identified three broad categories of interest based on our comprehensive
analysis of research trends in the field: IoT-based water infrastructure management, IoT-
based wastewater infrastructure management, and IoT-based water quality monitoring.
These categories were selected to encompass the key focus areas in our research and ensure
that the filtration process targeted the most relevant articles within these specific domains.
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To better elaborate on the capabilities of ChatGPT, we transformed the task into a
classification problem, where ChatGPT was asked to assign articles to one of four distinct
categories: water management, wastewater management, water quality, or unrelated. To
facilitate this classification process, we requested ChatGPT to generate definitions for each
of the four categories, as depicted in Figure 7. ChatGPT responded by generating precise
definitions for each category, which would subsequently serve as guiding principles for
categorizing articles (see Figure 7). By incorporating these guidelines, we aimed to enhance
the accuracy and consistency of ChatGPT’s classification outputs, thus optimizing the
subsequent stages of our methodology.

Systems 2023, 11, 351 16 of 38 
 

 

Initially, we identified three broad categories of interest based on our comprehensive 
analysis of research trends in the field: IoT-based water infrastructure management, IoT-
based wastewater infrastructure management, and IoT-based water quality monitoring. 
These categories were selected to encompass the key focus areas in our research and en-
sure that the filtration process targeted the most relevant articles within these specific do-
mains.  

To better elaborate on the capabilities of ChatGPT, we transformed the task into a 
classification problem, where ChatGPT was asked to assign articles to one of four distinct 
categories: water management, wastewater management, water quality, or unrelated. To 
facilitate this classification process, we requested ChatGPT to generate definitions for each 
of the four categories, as depicted in Figure 7. ChatGPT responded by generating precise 
definitions for each category, which would subsequently serve as guiding principles for 
categorizing articles (see Figure 7). By incorporating these guidelines, we aimed to en-
hance the accuracy and consistency of ChatGPT’s classification outputs, thus optimizing 
the subsequent stages of our methodology. 

 
Figure 7. User prompt asking the ChatGPT about its information about the three main categorizes. 

We evaluated the classification/discarding performance of ChatGPT in two distinct 
scenarios by comparing the performance to the human experts’ evaluations. This task was 
executed by carefully crafting prompts for ChatGPT and ensuring that each prompt con-
tained 10 articles/time and APA references. By limiting the number of articles in each 
prompt, we aimed to balance information comprehensiveness and manageable input sizes 
for ChatGPT. Moreover, we imposed specific constraints during the classification process 
to maintain consistency and control. These constraints encompassed categorizing articles 
exclusively into the predefined four categories, refraining from making assumptions, fo-
cusing on articles directly related to the three main categories of interest, and presenting 
the classification results in a structured tabular format.  

Upon preparing the prompts, ChatGPT generated responses that included the clas-
sification output in a visually organized table (Figure 8). Within this table, “x” markings 
indicated the assigned category for each article, while accompanying explanations 
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We evaluated the classification/discarding performance of ChatGPT in two distinct
scenarios by comparing the performance to the human experts’ evaluations. This task
was executed by carefully crafting prompts for ChatGPT and ensuring that each prompt
contained 10 articles/time and APA references. By limiting the number of articles in
each prompt, we aimed to balance information comprehensiveness and manageable input
sizes for ChatGPT. Moreover, we imposed specific constraints during the classification
process to maintain consistency and control. These constraints encompassed categorizing
articles exclusively into the predefined four categories, refraining from making assumptions,
focusing on articles directly related to the three main categories of interest, and presenting
the classification results in a structured tabular format.

Upon preparing the prompts, ChatGPT generated responses that included the clas-
sification output in a visually organized table (Figure 8). Within this table, “x” markings
indicated the assigned category for each article, while accompanying explanations pro-
vided insights into the underlying decision-making process employed by ChatGPT (refer
to Figure 8). This comprehensive representation facilitated the interpretation of ChatGPT’s
classification outcomes and allowed for a deeper understanding of the rationale behind
each categorization.
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Figure 8. APA-style article filtration procedure (feeding rate 5 articles per time). (a) The prompt for
the user. (b) The response of the ChatGPT to the requirement. The ChatGPT presents the answers in
a tabular format with an “x” next to the corresponding category. The ChatGPT explains the decision
beneath the table.

To assess the classification and the discarding of articles, we carefully selected a subset
of 120 articles, comprising approximately 25% of the total articles (496), representing all
four categories. We then organized the titles and abstracts of these articles and shared them
with the experts using Google Forms to facilitate the management of the evaluation process.
A sample of the questions, including the article’s title and abstract, illustrating the format
used in the questionnaire is attached in Figure S8. We provided the article title and abstract
as this is the followed method in the traditional discarding process of the articles. To flexibly
account for articles that may cover multiple categories, we permitted volunteers to select a
maximum of two categories, but not one of them the” not related” for the selected articles.
This approach acknowledged the complexity of some articles, ensuring that they were not
constrained to a single classification. The volunteers’ responses were then converted into a
numerical scale, where the four predefined categories were represented by the numbers 1,
2, 3, and 4, making quantitative analysis and comparison easier.

After eliminating incorrect raters based on Cohen’s Kappa coefficient values, we
employed the majority vote approach to determine the final category for each article. This
consensus-based classification was then used as a benchmark to evaluate the filtration
process of ChatGPT. Table S2 provides a detailed breakdown of the final categories assigned
to the articles based on the majority vote of the volunteers.

Figure 9(a1) shows the confusion matrix of the comparison between the benchmark
(true classifications) and the classifications from ChatGPT (APA). By analyzing the findings,
we observed that the “not related” class achieved a promising accuracy of 78.00%, an
F1-score of 81.00%, and a recall of 80.00%. This indicates that ChatGPT demonstrated
effective performance in removing irrelevant articles. However, for the remaining classes,
the F1-scores were lower than 80%. These lower accuracies were expected, since ChatGPT
relied solely on APA information for classification.

The generation of the confusion matrix provided a comprehensive evaluation of
ChatGPT’s performance. While employing ChatGPT (APA) in the classification process
exhibited promising results in filtering out irrelevant articles, there is room for improvement
in its classification accuracy for other categories. It is worth mentioning that the sole
dependence on the APA information to filter was an intentional choice aimed at assessing
ChatGPT’s performance at different stages and input levels, even though it deviated
from conventional methods. However, recognizing the potential limitations of relying
solely on APA information, we sought to improve the accuracy of the filtering process by
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incorporating article abstracts. This modified approach, ChatGPT (APA + Abstract), aimed
to leverage both the APA and abstract information to enhance the system’s performance.
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ChatGPT. (a1,b1) display confusion matrices, while the (a2,b2) depict the performance metrics of
categorization process.

To implement the classification process of the articles using the ChatGPT (APA + Abstract)
approach, we obtained the APA and abstract information of the articles from Scopus in a
CSV file format. This allowed us to gather the necessary data for creating prompts that could
be fed into ChatGPT. However, it is crucial to consider that the performance of ChatGPT
models is mainly constrained by token length and capacity [53]. Each token represents a
text unit, such as a word or character. The maximum token limit for ChatGPT models is a
crucial factor to consider when designing prompts. Exceeding the token limit would require
truncating or omitting input parts, potentially losing important information. Therefore, we
limited the number of articles in each prompt to five per time. This decision was made
considering the average token length of APA information and article abstracts and not
to confuse the ChatGPT model. By incorporating article abstracts into the classification
process, we aimed to address the potential limitations of relying solely on APA information.
Abstracts often provide a concise summary of an article, offering valuable contextual cues
that can aid in accurate classification. Figure 10 provides a visual representation of the
process, illustrating how ChatGPT was fed with prompts containing both APA and abstract
information, and it showcases the system’s classification responses.

It can be observed that the classification process conducted by ChatGPT (APA + Abstarct)
occasionally results in assigning two categories for a single article. While this is deemed
acceptable when the two categories do not include the “Not related” category, indicating
that the article covers distinct topics, complications arise when an article is classified as
both relevant and “Not related”. This situation can pose challenges for users, particularly
due to the criticality of accurately including or excluding articles in the SR process.
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Figure 10. (a) An illustration of ChatGPT input utilizing APA metadata and the abstract. (b) Chat-
GPT’s response to the request. ChatGPT classified the article as both unrelated and in the water
quality category. Nonetheless, reviewing the explanation from the user’s perspective would aid in
determining that the article is unrelated.

Notably, ChatGPT occasionally tends to retain articles to the maximum extent, even if
they are unrelated, by assigning them to the closest corresponding category. Figure 10 pro-
vides an illustration of an article being classified into two categories, with one of them being
“Not related”. Alongside the classification outputs, ChatGPT also provides justifications
for its selections, which are pivotal in informing the decision-making process. ChatGPT
provides insights into the factors and reasoning underlying its decisions by explaining
its classifications. This justification feature serves as a valuable tool for evaluating and
validating the appropriateness of the classification decisions.

To address the challenge posed by articles being classified into two categories, one
of which is “Not related”, we leveraged the explanations provided by ChatGPT to assist
in confirming decisions regarding article inclusion or exclusion. Practically, we collected
the articles that ChatGPT assigned two categories and re-requested their classification.
However, this time, we provided ChatGPT with the explanations accompanying its initial
classifications. In practical applications, we recommended reading the justification pro-
vided by the ChatGPT for the articles classified into two classes to confirm the relevance of
the article or not.

Similarly, we evaluated the performance of the classification from ChatGPT (APA + Abstract)
by comparing ChatGPT’s results (APA + Abstract) to our benchmark, which consisted of
the opinions of experts. This evaluation aimed to assess the efficacy of the filtration process,
particularly in relation to the “Not related” class (Figure 9(b1)). The results showed signifi-
cant improvement when applying ChatGPT (APA + Abstract) compared to ChatGPT (APA)
alone. Regarding precision, recall, and F1-score, the ChatGPT (APA + Abstract) achieved
impressive values for the “Not related” class, with scores of 85.00%, 93.00%, and 90.00%,
respectively. These metrics outperformed the corresponding scores obtained by ChatGPT
(APA) (Figure 9(b2)). Furthermore, the F1-scores for the three other classes, namely, wa-
ter management, wastewater management, and water quality, were also notably higher,
with scores of 91.00%, 87.00%, and 86.00%, respectively. The implementation of ChatGPT
(APA + Abstract) led to a reduction in misclassification rates of approximately 64% com-
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pared to ChatGPT (APA), demonstrating its capacity for improved accuracy. Additionally,
other evaluation measures, such as accuracy, macro-F1, and weighted F1, experienced
enhancements. These findings collectively underscore the exceptional performance of
ChatGPT (APA + Abstract) in effectively filtering and categorizing articles, positioning it as
a valuable tool for subsequent classification and article exclusion with enhanced precision.

However, it is important to acknowledge that certain limitations remain, particularly
regarding the number of articles that can be filtered simultaneously. While ChatGPT
exhibits remarkable capabilities, practical constraints need to be considered when scaling
up its application. This evaluation provides valuable insights into the effectiveness and
potential of ChatGPT (APA + Abstract) as a robust classification system, offering improved
precision and reliability in filtering and categorizing scientific articles. By combining AI-
driven classification strengths with human evaluators’ expertise, we can harness the power
of automation while ensuring the highest standards of accuracy and relevance.

Despite the limitation on the feeding rate of articles into ChatGPT, it continues to
surpass traditional filtering methods in terms of time efficiency. The performance of Chat-
GPT (APA + Abstract) in article filtering is considered outstanding. Therefore, ChatGPT
(APA + Abstract) was utilized to screen all articles within the study. The comprehensive
results of the filtering and categorizing of all articles can be found in Tables S3–S6. It is
important to note that the output of this step goes beyond the elimination of articles; it
also involves categorizing relevant articles into three main classes. Following the filtra-
tion process, a total of 351 articles were discarded as they were deemed irrelevant, while
145 articles were retained as relevant. The relevant articles were categorized into specific
domains, with 76 articles on water management, 53 on wastewater management, and 32 on
water quality. It is important to acknowledge that specific articles may overlap and fall
into multiple categories, resulting in 161 articles across the three domains. However, when
considering unique articles, the total count stands at 145.

Ultimately, the utilization of ChatGPT (APA + Abstract) in the filtration and catego-
rization process demonstrates its effectiveness in efficiently managing a large volume of
articles, streamlining the identification of relevant content, and facilitating the organization
of articles based on their thematic relevance. By leveraging the capabilities of AI-powered
classification, researchers can optimize their workflow, allocate their time more effectively,
and enhance the accuracy and precision of their literature review processes.

3.3. Second-Round Article Filtration (Full-Text) and Information Extraction

The full-text filtration and information extraction phase was carried out during a
second round of article filtration to evaluate the suitability of the remaining 145 articles
for inclusion in our review and extract valuable information from them. This challenge
was addressed by utilizing the capabilities of ChatGPT for full-text filtering, as illustrated
in Figure 6. To effectively leverage ChatGPT for this purpose, we initially identified five
sub-categories within each main category to concentrate on specific areas of interest and
ensure a comprehensive exploration of the diverse topics relevant to our review. These
sub-categories were thoughtfully selected to cover diverse aspects of the subject matter,
including sensors and sensing technology, data acquisition and transmission, data analytics
and visualization, applications, case studies, and research gaps and trends.

To automate extracting information and harness the capabilities of ChatGPT, we de-
vised a prompt that solicited ChatGPTs’ recommendations for relevant questions pertaining
to each sub-category. The response generated by ChatGPT to this request is depicted in
Figure 11, while Figure 12 showcases the 14 questions that were generated belonging to the
five sub-categories. It is important to note that these questions generated are of a general
nature and elicit responses in the form of “yes” or “no”. The answers to these questions by
ChatGPT would help extract information from the articles and remove irrelevant articles.
In this phase, we tested the performance of ChatGPT in two scenarios, including ChatGPT
(APA) and ChatGPT (APA + Abstract + relevant information). Practically, the ChatGPT
prompts were constructed using the article’s APA, abstract, methodology, discussion, and
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occasionally the conclusions section. Due to the extended length of these extracted sections
from the articles compared to the previous steps (i.e., abstract only), the ChatGPT prompts
were designed to handle one article at a time.

However, as previously discussed, the prompt’s length is carefully adjusted to balance
obtaining reliable responses from ChatGPT and saving time. It is worth noting that the time
invested in this step is considerably less than the time of manual execution, particularly
considering the added benefit of information extraction alongside the article’s filtration.

During the assessment of ChatGPT’s responses to the 14 questions, we observed three
distinct scenarios. Firstly, when the answers to a question were “yes,” ChatGPT confirmed
this affirmative response and provided relevant information from the article that corre-
sponded to the question (refer to Figure 13). Secondly, in instances where the answers were
“No”, ChatGPT simply reported “No” without furnishing any straightforward answers
derived from the article (as shown in Figure 14). Lastly, when ChatGPT determined that
the majority of answers were “No”, it classified the paper as “unrelated” (as shown in
Figure S9).
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In this phase, we evaluated ChatGPT’s performance by comparing its responses to
individual articles (we selected one article known for the authors as an example). Initially,
we asked ChatGPT to answer these questions based on the article’s APA information.
However, as demonstrated in Figure 14, where ChatGPT provided incorrect responses, APA
information proved to be inadequate. For example, in Answer 1-1, ChatGPT mistakenly
claimed that the author used the wrong type of sensors, and in Answer 4-1, ChatGPT
inaccurately identified the research location as Saudi Arabia instead of Hong Kong.

To improve the accuracy of ChatGPT’s responses, we supplemented its understanding
by incorporating additional information from the articles themselves. We considered
various sections, including the titles, abstracts, methodology descriptions, relevant parts of
the results, and conclusions, as these sections often provided more detailed and context-
rich information compared to abstracts alone. However, we intentionally excluded article
introductions and related work sections to maintain clarity and avoid confusion. Figure 15
provides an example of a ChatGPT prompt with a title, abstract, methodology description,
and ChatGPT’s response to the questions. In this example, we used the same article as
before, and it is evident that the quality of ChatGPT’s responses has significantly improved.
For instance, in Answer 1-1, ChatGPT accurately reported the use of 58 ultrasonic sensors,
and in Answer 4-1, ChatGPT correctly identified the research area’s location.
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At this stage, it can be concluded that by refining the prompt and incorporating addi-
tional article information, we enhanced the accuracy of ChatGPT’s responses during the
information extraction phase. This iterative process allowed us to leverage the strengths of
ChatGPT while ensuring the reliability and validity of the extracted information. Nonethe-
less, human oversight and critical evaluation remained essential to validate and interpret
the results obtained from ChatGPT.

To overcome the limitation of the subjective evaluation, we collaboratively answered
the 14 questions for a subset of 30 articles, along with our responses to ChatGPT’s outputs.
Remarkably, despite the expected total of 420 individual answers for the 14 questions
and 30 articles, our answers and ChatGPT’s responses amounted to 381, owing to the
classification of 3 articles as irrelevant. The summarized outcomes of these responses are
presented in Figure 15, while more details about the answers can be found in Table S7.
Among the 381 obtained responses, ChatGPT accurately captured 371, resulting in an
impressive similarity rate exceeding 97%.
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Regarding discarding articles, both ChatGPT and the authors agreed on the same
articles. However, it is worth noting that ChatGPT’s responses were completely different
for unrelated articles, and it stopped responding to questions (Please refer to Figure S9).
This substantial level of agreement underscores the efficacy of ChatGPT in effectively
comprehending and extracting information from the articles. Upon evaluating the effi-
cacy of this approach in filtering the initial set of 145 articles, we successfully identified
56 articles as irrelevant, enabling us to focus on extracting pertinent information from the
remaining 86 articles. This demonstrates the valuable role of ChatGPT in streamlining the
article filtration process and automating information extraction from a substantial number
of articles.

Since the snowballing process is an integral part of conducting an SR, we employed
both backward and forward snowballing techniques to uncover additional relevant studies
that might have been overlooked during the initial database search [24]. The backward
snowballing method involves scrutinizing the references of the included papers to identify
related articles, while the forward snowballing technique entails searching for studies
among the articles that cited the included ones [24]. We manually conducted the snow-
balling process in this study by screening the titles of articles. However, we recognize
the potential of leveraging ChatGPT to automate this step in order to advance the full
automation of the SR process. By implementing the snowballing strategy, we successfully
identified 52 new articles through multiple iterations in addition to the articles previously
identified. These 52 articles underwent the same comprehensive filtration method outlined
earlier in our methodology. As a result, 19 articles were excluded due to their lack of rele-
vance, while the remaining 33 articles met the criteria for inclusion in our review database.
Consequently, the total number of relevant articles included in our review increased to 119.

Overall, leveraging ChatGPT ensures a more thorough filtering process, assists in
extracting information based on responses to comprehensive questions, and enables the
inclusion of snowballing articles, expanding our review’s breadth and scope. By capital-
izing on ChatGPT’s capabilities, we enhance the SR methodology’s efficiency, accuracy,
and reliability.

3.4. Analysis and Interpretation of Extracted Information

This phase focuses on analyzing the content collected in the previous phases, explicitly
emphasizing the sub-categories outlined in Figure 12. The flowchart for phase 3 is illus-
trated in Figure 16, providing a visual representation of the analysis process. In order to
streamline the analysis process, the “Yes” responses to each question were initially com-
piled and organized. Subsequently, these compiled responses were further analyzed and
presented in Table S8. This approach facilitates a cohesive and structured data exploration,
allowing for a more rigorous examination of the insights obtained from ChatGPT.

Accordingly, Table 4 provides a comprehensive overview of the response statistics
obtained during Phase 2 and the corresponding objectives for analyzing each question.
These responses served as prompts for ChatGPT, with a maximum of ten responses per
prompt, covering all sub-categories outlined in Figure 12. The content analysis encom-
passed information extraction related to sensors and sensing technologies, data acquisition
and transmission, data analytics and visualization, and applications and case studies, as
well as limitations and gaps identified in the reviewed articles. Leveraging ChatGPT as
an analytical tool facilitated a more thorough identification of various patterns and trends
within the data analysis process. For example, a specific prompt was designed to explore
the utilization of multiple types of sensors and their associated benefits, as depicted in
Figure 17.
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Similarly, trends in data transfer technologies were examined based on the responses
to question 2-1 (Figure 12). Figure 18 illustrates ChatGPT’s responses concerning the spe-
cific applications of wireless communication technologies. Furthermore, multiple prompts
were devised within the data analysis and the visualization section. These prompts aided
in exploring diverse approaches employed for data analysis, including AI and ML tech-
niques, as well as visualization methods utilized for decision-making processes (Figure S10).
Additionally, questions 4-1 and 4-2 were integral to the review process, assessing the im-
plementation of proposed systems or case studies in the studied papers while identifying
prevailing trends and scopes (Figure 19). The benefits associated with such implementations
were also investigated within each article (Figure S11).
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Table 4. The gathered responses (yes) for each of the three major categories.

Sub-
Category Question

Water
Quality

Monitoring

Water
Infrastructure
Management

Wastewater
Infrastructure
Management.

Objectives

Answers (YES)

Se
ns

or
s’

de
ve

lo
pm

en
t

1-1: Sensor
development. 26 28 36

Identify trends in sensor development
and manufacturing, study the

advantages of employing several
sensors, investigate the frequency of

sensor use, categorize sensors
according to their functionality, and

investigate the methods used to
evaluate sensor performance.

1-2: Use of different
types of sensors. 18 37 19

1-3: sensors
performance
evaluation.

21 15 15

D
at

a
tr

an
sm

is
si

on

2-1: Data collection
and transmission

method.
33 45 38

Identify trends and anomalies in
transmission methods, including the

utilization of wireless communications,
the types of wireless technologies

employed, and the frequency of their
occurrence in the examined papers.
Analyze, also, the effectiveness of
utilizing various communication

technologies.

2-2: Use of wireless
communication. 31 38 31

2-3: Connectivity
performance
evaluation.

7 5 5

D
at

a
an

al
ys

is

3-1: Data analysis
methods. 20 33 14

Define frequently applied data analysis
techniques, including AI and ML

techniques, and study the trends in
visualization approaches.

3-2: Use of ML
algorithms. 6 11 0

3-3: Data visualization
to facilitate

decision-making.
12 19 17

C
as

e
st

ud
ie

s

4-1: The use in
real-world settings. 28 39 28 Identify trends in the implementation of

IoT-based systems in various real-world
contexts and the outcomes and

advantages of these implementations.
4-2: Benefits and

outcomes. 17 37 27

lim
it

at
io

ns
an

d
ga

ps

5-1: limitations and
gaps in current

research.
14 24 15 Define the limitations and gaps

identified by the authors, the obstacles
encountered in implementing their

systems, the offered solutions, and the
recommendations for overcoming them.

5-2: Implementation
challenges. 25 42 23

5-3: Recommendations
or solutions. 20 37 16

The analysis stage also involved thoroughly examining the limitations and research
gaps discussed in previous studies, along with the corresponding recommendations put
forth by researchers. Leveraging ChatGPT in this phase facilitated a comprehensive ex-
ploration and in-depth understanding of the challenges and limitations encountered in
prior research and the proposed solutions adopted to address them. To ensure a systematic
approach to identifying and categorizing the limitations and challenges discussed by differ-
ent authors, a carefully designed prompt (Figure 20) was employed, utilizing the results
obtained from questions 5-1 and 5-2 in Figure 12.
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This approach allowed for extracting and organizing valuable insights from the col-
lected data. Additionally, a comprehensive list of recommendations was compiled, drawing
from the proposed solutions identified in question 5–3 and categorized based on common
trends (Figure 21).

This approach yielded a wealth of information regarding the challenges, limitations,
and potential solutions found in the reviewed articles. In order to gain a deeper under-
standing and assess the extent of the resolved issues, a ChatGPT prompt was utilized
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to compare the limitations and the challenges highlighted by various authors with the
suggested solutions and recommendations. This comparative analysis provided valuable
insights into the existing research gaps and identified areas for further investigation and
research. An example depicting the resulting research gaps is illustrated in Figure 22.
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Figure 22. User prompt and ChatGPT answer for comparing the limitations and challenges high-
lighted by various authors with the suggested solutions and recommendations.

4. ChatGPT Strengths, Limitations, and Future Directions in Automating SR Process

ChatGPT, built on the GPT-3.5 architecture, represents a significant breakthrough in
AI research, enabling the generation of coherent and meaningful human-like language by
leveraging vast amounts of language data. This innovative language model holds promise
for various domains, including systematic reviews, and can potentially contribute to the
advancement of general artificial intelligence. However, it is important to acknowledge
that, being a generative model, ChatGPT cannot guarantee the absolute accuracy of its
outputs. Therefore, this section will explore the strengths, limitations, potential areas
for enhancement, and future research directions concerning ChatGPT in the context of
conducting SRs.

4.1. Strengths of ChatGPT in SR Process

ChatGPT has been proven to be a valuable tool in the SR process, offering several
strengths that enhance the efficiency and effectiveness of the methodology. Through our
methodology and evaluation, we have identified the following key strengths of ChatGPT
in conducting SRs:

1. Full Automation: ChatGPT contributes to automating several tasks in the SR process,
such as generating research questions, suggesting BRTs, categorizing the relevant
articles, discarding unrelated ones, proposing sub-categories to be covered for each
main category, generating research questions to aid in information extraction from the
articles, and extracting all relevant information. This level of automation facilitated
by ChatGPT helps streamline the SR process and decrease the time and errors.

2. Enhanced accuracy and efficiency: ChatGPT offers a valuable advantage by improving
the accuracy and efficiency of filtering and classifying articles. Researchers can
benefit from its ability to swiftly identify relevant studies, reducing uncertainty,
and saving significant time and effort. Moreover, ChatGPT’s proficiency in natural
language processing aids in precise content analysis, minimizing the risk of errors,
and omissions in research interpretation.
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3. Time-saving: ChatGPT demonstrates significant potential in saving time during SRs,
which are known to be time-consuming and resource-intensive processes that require
high levels of expertise and attention to detail. ChatGPT assists in this process by
swiftly analyzing and summarizing large volumes of the literature, aiding researchers
in identifying relevant studies and extracting key information more efficiently. In
our study, ChatGPT played a significant role in tasks such as filtering, categorizing,
and content analysis, which resulted in decreased time and effort as well as reduced
sources of uncertainty. However, it is important to note that human experts should
carefully review ChatGPT-generated summaries.

4. Improved reproducibility: While ChatGPT’s responses were found to be influenced by
the user prompts, the same procedure can be replicated multiple times by following
the same guidelines and adhering to the recommended approach. This enhances the
reproducibility of the results, allowing for consistent outcomes to be obtained through
repeated application of the methodology. ChatGPT’s responses are markedly affected
by the user prompts, and the same procedure can be reproduced several times by
conducting the same procedures and following the recommendations.

5. Flexibility: The method introduced utilizing ChatGPT for automating the SR process
can be applied for conducting SRs across various fields. This flexibility allows for the
potential utilization of ChatGPT in various research domains, providing opportunities
for its application beyond the specific context of the current study.

4.2. Limitations of ChatGPT in SR Process

ChatGPT, despite its strengths, also has certain limitations that need to be considered
when applying it to the SR methodology. These limitations arise from the nature of the
model and the challenges associated with its implementation in complex research tasks.
Understanding these limitations and constraints is considered crucial to ensuring the
appropriate use and interpretation of ChatGPT-generated outputs in the SR process. This
subsection discusses the limitations of ChatGPT in the context of SR methodology and
identifies improvement opportunities. Our study has uncovered the following limitations:

1. Limited ability to extract full-text articles: Despite ChatGPT’s capability to suggest
and adjust BSTs based on user requests, it is not optimized for article extraction, which
may impact the comprehensiveness of the SR. As a result, ChatGPT’s limitations in
extracting articles may constrain the SR process’s completeness.

2. Limited ability to extract all information from articles: Despite ChatGPT’s capability
to filter, categorize articles, and extract text information, it may encounter limitations
in extracting all relevant information, especially if the information is presented in
non-standard formats such as figures or other non-textual forms. This may result
in incomplete extraction of relevant data, particularly from articles that utilize non-
traditional data presentation methods, potentially impacting the comprehensiveness
and accuracy of the extracted information during the SR process.

3. Dependence on input data: ChatGPT’s performance highly depends on the input data
quality. If the data is biased or incomplete, GPT’s output may be similarly flawed.

4. Limited Access to Real-Time Data: One notable drawback of ChatGPT in its appli-
cation to automating the SR process pertains to its dependence on a pre-existing
database. ChatGPT relies solely on the information it was trained on, lacking access
to real-time data from the internet. Consequently, the model’s knowledge and com-
prehension are confined to the training data, limiting its ability to incorporate the
latest research studies, publications, and emerging evidence. This limitation poses
challenges in providing comprehensive and up-to-date information throughout the
systematic review process.

5. Length of prompts: While ChatGPT has the ability to generate high-quality responses,
the length and complexity of the prompts used can impact the accuracy and coherence
of the generated text. Our study revealed that longer prompts tended to result in
more accurate and relevant responses, but also required more time and effort to
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prepare. Conversely, shorter prompts were easier and quicker to generate, but may
have led to less accurate or incomplete responses. Hence, balancing the prompt’s
length and complexity with the generated text’s accuracy and relevance is important.
Additionally, careful consideration should be given to the prompt formulation process
to ensure that the generated responses meet the desired quality standards in the
context of the SR process.

6. Token limitations: ChatGPT limits the number of tokens that can be processed simulta-
neously. This means that the length of the input sequence (i.e., prompt plus generated
text) is limited and may require multiple iterations or segmentation to generate longer
responses. Our study encountered this limitation when attempting to generate longer
responses. This limitation can affect the efficiency and effectiveness of the ChatGPT’s
model for certain tasks, especially in Phase 2, where the filtration occurred by feeding
the ChatGPT with some parts from the article.

7. Memory limitations: The ChatGPT ‘s ability to recall previous prompts and maintain
a coherent and accurate discourse on a specific topic is a crucial consideration, as it
can impose constraints that impact its scalability and applicability to certain tasks.
Within our study, we encountered restrictions related to memory capacity, wherein
ChatGPT occasionally struggled to provide responses that remained focused on the
precise topic, leading to deviations or inaccuracies in its understanding of our prompts.
This was particularly noticeable when working with large datasets or engaging in
multiple iterations, highlighting the potential impact of memory limitations on the
model’s performance.

4.3. Future Perspectives: Expanding the Potential of ChatGPT in SR

As technology advances and AI-driven language models such as ChatGPT become
more sophisticated, there are exciting opportunities for further development and utilization
in the field of SR. The future perspectives of ChatGPT in SR offer potential avenues for
enhancing the review process’s efficiency, accuracy, and comprehensiveness. By addressing
existing challenges and building upon the strengths of ChatGPT, researchers can unlock its
full potential in advancing evidence synthesis and knowledge discovery. This subsection
explores some of the future perspectives and areas of improvement for ChatGPT in the SR
methodology, including:

1. Conducting the snowballing procedure using ChatGPT: This approach involves utiliz-
ing ChatGPT to search the database using BSTs, applying the first round of filtering
based on abstracts, and then collecting remaining articles along with their references
(backward) and cited publications (forward). These collected articles would undergo
another round of abstract screening before proceeding to the second level of filtering.
Automating the snowballing procedure with ChatGPT could streamline the filtration
process, making it more efficient and time-saving for researchers.

2. Developing more sophisticated algorithms to extract information from articles: Ad-
vanced techniques such as entity recognition and topic modeling could be employed
to enhance the accuracy and precision of information extraction from articles. These
techniques can enable ChatGPT to identify and extract relevant information more
effectively, particularly from non-standard formats such as tables, figures, and other
complex structures commonly found in scholarly literature.

3. Improving the interpretability of ChatGPT’s output: Efforts could be made to develop
tools or techniques to visualize and comprehend ChatGPT’s output. This may involve
creating visual representations or graphical displays that aid in understanding the
generated summaries or recommendations. Additionally, developing more trans-
parent algorithms, which are easier for researchers to comprehend, can improve the
interpretability of ChatGPT’s output.

4. Expanding the scope of input data for ChatGPT: One potential avenue for enhancing
the performance of ChatGPT in conducting SRs could be to explore the model’s
applicability on data from fields with more relevant articles. This could involve
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testing the content analysis capabilities of ChatGPT by inputting a large amount of
data and examining the conclusions drawn by the model. Additionally, employing
ChatGPT on data from new fields can serve as a valuable means to test the robustness
and integrity of the developed methodology in response to different aspects.

5. Access to Real-Time Data: The SR process using ChatGPT can benefit from several
avenues for improvement. Firstly, ChatGPT can provide accurate, current information
regarding articles based on real-time access to databases, such as Scopus and Web
of Science. In addition, internet connectivity enhances data retrieval and screen-
ing capabilities by allowing users to access a broader range of sources. Secondly,
dynamic search strategies enable real-time feedback to be integrated into iterative
enhancements. Thirdly, automated citation management and reference management,
integration of collaborative platforms, and access to diverse perspectives and global
research materials enhance the SR process. However, the success of these enhance-
ments critically hinges on the particular implementation, ethical considerations, and
rigorous validation of retrieved information.

Overall, it is essential to embrace the development of AI and use it with caution and
supervision in critical domains. While ChatGPT offers significant potential in automat-
ing SR processes, it is essential to acknowledge and address its limitations. Strategies
for enhancing ChatGPT’s performance in conducting SRs should be carefully devised
and implemented.

5. Ethical Considerations in Utilizing AI-Language Models

The utilization of AI language models such as ChatGPT in scientific writing necessi-
tates careful attention to ethical considerations. Integrating these models raises important
questions that require thorough examination and appropriate safeguards. One crucial
ethical consideration in utilizing AI language models is the validation, verification, and
critical evaluation of AI-generated outputs in order to ensure their accuracy, reliability,
and appropriate contextualization within the broader scientific knowledge. In this regard,
the involvement of human experts is paramount. Their supervision and expertise play a
critical role in aligning the outputs with established standards, identifying and rectifying
potential inaccuracies or biases, and providing a comprehensive and accurate interpretation
of the AI-generated content. By incorporating human judgment and critical evaluation,
researchers uphold responsible practices that enhance the reliability and credibility of the
findings derived from AI language models.

Ethical considerations also encompass aspects such as data privacy, informed consent,
and bias mitigation strategies. Researchers must adhere to established guidelines and
regulations to protect data privacy when utilizing AI language models. This involves han-
dling sensitive or personal information with utmost care and ensuring strict confidentiality
to comply with privacy standards. Obtaining informed consent becomes crucial when
utilizing data collected from individuals or sources with sensitive information. Moreover,
researchers must proactively implement strategies to identify and mitigate biases that may
arise from the input data used in the automated SR process, ensuring fair and unbiased out-
comes. By conscientiously addressing these ethical considerations, researchers contribute
to the cultivation of a responsible and ethical environment for the utilization of AI language
models in scientific writing.

6. Concluded Remarks and Recommendations

Our study presents a novel methodology for conducting systematic reviews by lever-
aging the power of ChatGPT. By combining the strengths of human expertise and AI
capabilities, we aimed to streamline the traditional SR process and improve its efficiency
and accuracy. Our study applied this method to conduct a comprehensive SR on IoT appli-
cations in water and wastewater infrastructure management, and our findings highlight
the benefits of using ChatGPT in each step of the process. Our study revealed that ChatGPT
effectively generates research questions and suggests Boolean research terms, but not appro-
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priate for article extraction. However, it performs excellently in filtering and categorizing
articles and excellently in full-text filtration and information extraction after preparing
prompts. Our comprehensive content analysis of the selected publications revealed valu-
able insights into the current research landscape, highlighting emerging trends, identifying
research gaps, and shedding light on future directions in the domains of IoT-based sensing
and monitoring, data analytics and visualization, as well as applications and case studies.
We evaluated our methodology using quantitative comparisons with traditional review
techniques and expert opinions, and the results show that our approach significantly saves
time and effort while maintaining high levels of accuracy. Our findings demonstrate the
potential of ChatGPT in improving the efficiency and accuracy of SRs, contributing to the
advancement of scientific knowledge. In conclusion, there are promising avenues for future
research in fully exploring the capabilities of ChatGPT in SRs, investigating its limitations in
diverse research contexts, and applying our approach to other fields to further enhance the
efficiency and accuracy of SRs. We strongly recommend adopting our proposed framework
as a reliable guide for conducting SRs in diverse domains. Our proposed framework,
as depicted in Figure 23, provides a robust foundation for automating the SR process,
offering adaptability and scalability to accommodate research complexities. By recognizing
the strengths and limitations of ChatGPT and taking appropriate measures to enhance
its performance, researchers can maximize the benefits of AI in evidence synthesis while
ensuring the precision and integrity of SRs in the scientific community.
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