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Abstract: Artificial intelligence (AI) and computer vision technologies have gained significant promi-
nence in the field of education. These technologies enable the detection and analysis of students’
classroom behaviors, providing valuable insights for assessing individual concentration levels. How-
ever, the accuracy of target detection methods based on Convolutional Neural Networks (CNNs) can
be compromised in classrooms with multiple targets and varying scales, as convolutional operations
may result in the loss of location information. In contrast, transformers, which leverage attention
mechanisms, have the capability to learn global features and mitigate the information loss caused by
convolutional operations. In this paper, we propose a students’ classroom behavior detection system
that combines deformable DETR with a Swin Transformer and light-weight Feature Pyramid Network
(FPN). By employing a feature pyramid structure, the system can effectively process multi-scale
feature maps extracted by the Swin Transformer, thereby improving the detection accuracy for targets
of different sizes and scales. Moreover, the integration of the CARAFE lightweight operator into
the FPN structure enhances the network’s detection accuracy. To validate the effectiveness of our
approach, extensive experiments are conducted on a real dataset of students’ classroom behavior. The
experimental results demonstrate a significant 6.1% improvement in detection accuracy compared
to state-of-the-art methods. These findings highlight the superiority of our proposed network in
accurately detecting and analyzing students’ classroom behaviors. Overall, this research contributes
to the field of education by addressing the limitations of CNN-based target detection methods and
leveraging the capabilities of transformers to improve accuracy. The proposed system showcases the
benefits of integrating deformable DETR, Swin Transformer, and the lightweight FPN in the context of
students’ classroom behavior detection. The experimental results provide compelling evidence of the
system’s effectiveness and its potential to enhance classroom monitoring and assessment practices.

Keywords: students’ classroom behavior; Swin Transformer; feature pyramid network; learning
assessment

1. Introduction

The field of computer vision has undergone significant transformations due to rapid
advancements in deep learning and artificial intelligence technologies [1]. These advance-
ments have enabled swift and precise recognition capabilities, which can be harnessed to
capture and analyze students’ behavior in educational environments [2]. Such analysis
facilitates more effective quantitative assessments of student concentration in the classroom,
serving as a valuable metric for evaluating classroom quality.

Traditional methods for assessing student concentration involve human assessment
with teacher involvement [3], post-class question-answering tests [4], and brainwave
testing [5]. However, these approaches have inherent limitations. Monitoring students’

Systems 2023, 11, 372. https://doi.org/10.3390/systems11070372 https://www.mdpi.com/journal/systems

https://doi.org/10.3390/systems11070372
https://doi.org/10.3390/systems11070372
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/systems
https://www.mdpi.com
https://orcid.org/0000-0001-6960-509X
https://orcid.org/0000-0002-5799-6692
https://doi.org/10.3390/systems11070372
https://www.mdpi.com/journal/systems
https://www.mdpi.com/article/10.3390/systems11070372?type=check_update&version=1


Systems 2023, 11, 372 2 of 26

concentration through classroom teachers is inefficient and fails to provide continuous
monitoring of individual students. Questionnaires and post-class assignments are not
comprehensive enough, and the grading criteria can be subjective. The use of brainwave
sensors, although capable of real-time detection, may disrupt the classroom environment [6].
Another contemporary approach involves evaluating student concentration through the
recognition of speech signals, but it lacks real-time interaction between students and
instructors during class [7].

In comparison, computer-vision-based methods for student concentration evalua-
tion offer the characteristics of continuous monitoring, objective evaluation, and real-time
interaction, making them more convenient for assessing student concentration. How-
ever, computer-vision-based detection methods encounter various challenges, including
background clutter, obscured student poses, variations in room lighting, multi-point per-
spectives, and image distortion. To address these challenges, several solutions have been
proposed, such as multi-angle optimization [8], video summarization [9], density esti-
mation, and scale-aware context-awareness [10], aiming to enhance the optimization of
camera-captured images. Deep learning algorithms, including Convolutional Neural Net-
works (CNNs) and variants like ResNet [11] and You Only Look Once (YOLO) [12–14], have
found extensive applications in target detection within the field of computer vision. While
the use of CNNs in educational environments has been explored, transformer algorithms
have demonstrated outstanding performance in the vision domain, signaling a new phase
of the technological revolution in target detection. However, transformer-based target
detection technology has not yet been implemented in educational environments.

Existing target detection algorithms can identify students in images and videos, but
they often struggle with missed and false detections in scenarios involving multiple targets.
The transformer-based vision transformer excels in image classification tasks, but falls short
in feature extraction and learning for local image features when applied to downstream
tasks like target detection and image segmentation.

To overcome these limitations, this paper proposes a novel neural network that com-
bines the strengths of the Swin Transformer and the encoder–decoder structure for object
classification, specifically targeting students’ classroom behavior detection. Our approach
leverages the powerful performance of the Swin Transformer as a backbone network within
the Deformable DETR framework, enhancing the detection capabilities in classroom envi-
ronments. Additionally, we introduce the Feature Pyramid Network (FPN) structure to
fuse feature maps obtained from the Swin Transformer at different scales, enabling the
extraction of robust top-down semantic features. Furthermore, we incorporate the CARAFE
lightweight operator [15] to enhance the receptive field of the FPN network during feature
vector rearrangement, utilizing input features to guide the reorganization process. To
evaluate the performance of our proposed model, we conducted extensive experiments and
comparisons with current mainstream target detectors. We employed various optimization
methods to assess the model’s detection capabilities. The experimental section provides a
detailed account of the experimental setup, including the dataset used, evaluation metrics,
and a comprehensive analysis of the results. The adoption of these approaches in our
proposed model resulted in a notable 6.1% increase in the mean Average Precision (mAP)
value, demonstrating the effectiveness of combining the transformer-based architecture
with the encoder–decoder structure in students’ classroom behavior detection. This paper
makes the following main contributions:

1. We propose a novel neural network that combines the powerful performance of the
Swin Transformer as a backbone network with the benefits of an encoder–decoder
structure in object classification. The Swin Transformer serves as the backbone net-
work in the Deformable DETR framework, providing enhanced capabilities for stu-
dents’ classroom behavior detection and analysis. The source code of this study is
publicly available at https://github.com/CCNUZFW/Student-behavior-detection-
system (accessed on 1 May 2023).

https://github.com/CCNUZFW/Student-behavior-detection-system
https://github.com/CCNUZFW/Student-behavior-detection-system
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2. We propose the feature pyramid network (FPN) structure, which effectively fuses
feature maps obtained from the Swin Transformer at four different scales: large scale,
medium scale, small scale, and extremely small scale. This integration enables the
extraction of robust top-down semantic features, leading to improved accuracy in
detecting and analyzing students’ classroom behavior.

3. We introduce the CARAFE lightweight operator to enhance the receptive field of
the FPN network during feature vector rearrangement. By utilizing input features
to guide the reorganization process, the CARAFE operator further improves the
precision and effectiveness of the student’s classroom behavior detection system.

4. The development of a dedicated dataset naming ClaBehavior for detecting students’
classroom behavior is a significant contribution of our study. Having access to re-
liable and annotated datasets is essential for the development and evaluation of
machine learning models. Our ClaBehavior dataset, which comprises a diverse
collection of classroom images with behavior annotations, addresses a gap in the
existing literature and serves as a valuable resource for future research in the field
of students’ classroom behavior detection. The dataset from our study is publicly
available at https://github.com/CCNUZFW/Student-behavior-detection-system/
tree/master/dataset/coco (accessed on 1 May 2023).

The remaining sections of the paper are organized as follows: Section 2 provides
an overview of the students’ classroom behavior detection system and discusses recent
advancements in target detection. In Section 3, we present a detailed description of the
problem addressed in this paper and demonstrate the network structure and methodologies
employed in this study, including the composition of the network structure. The experi-
mental section, presented in Section 4, includes a comparison of our proposed approach
with current mainstream target detectors. Various optimization methods are also employed
to evaluate the model’s detection performance. In Section 5, we systematically discuss the
proposed students’ classroom behavior detection system and experimental results. Finally,
Section 6 concludes the paper and discusses potential future research directions.

2. Related Work

This section discusses existing methods for recognizing students’ classroom behavior
and provides a comparison between CNNs and transformer structures in terms of their
approaches, advantages, and disadvantages.

2.1. Students’ Classroom Behavior Detection

Recognizing students’ classroom behavior has been a focal point of research aimed
at enhancing the quality of teaching and learning [16]. Various approaches have been
proposed to improve the accuracy of target detection in this context.

For instance, Lv et al. [17] improved the accuracy of recognizing students’ classroom
behavior by introducing a feature pyramid into the SSD algorithm. Ren et al. [18] enhanced
the feature extraction of the YOLOv4 network by adopting a structure with jumping paths
for feature extraction and combining top-down and bottom-up approaches. Tang et al. [19]
employed a weighted bi-directional feature pyramid network (BiFPN) along with the fea-
ture pyramid structure of YOLOv5, thereby transforming the target detection problem into
a fine-grained representation problem. Hu et al. [20] enhanced the detection performance
of YOLOv5 by utilizing the power IoU function. Zheng et al. [21] incorporated a CBL
module to improve the YOLOv5 network and used the SIoU function as the loss function
to enhance convergence speed and detection performance. Zhang et al. [22] employed
the YOLOv3 network for identifying and localizing human bodies in the classroom, and
they used HRNet for recognizing body poses, thereby improving the detection accuracy
for obscured students.

In addition to computer-vision-based techniques for recognizing students’ classroom
behavior, Lu et al. [23] performed online detection of English online classroom learning
behavior using feature data mining methods. Chakradhar et al. [24] trained a convolu-

https://github.com/CCNUZFW/Student-behavior-detection-system/tree/master/dataset/coco
https://github.com/CCNUZFW/Student-behavior-detection-system/tree/master/dataset/coco
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tional neural network to recognize and classify students’ expressions in the classroom,
subsequently determining their attentional focus.

These studies have made significant contributions to the field of recognizing students’
classroom behavior by employing various techniques and algorithms based on convolu-
tional neural networks. However, the use of transformer structures in this domain has
also gained attention and showcased promising results. In the following section, we will
discuss CNNs and transformers in more detail and compare their approaches, advantages,
and disadvantages.

2.2. Convolutional Neural Networks

Recent advancements in the semiconductor industry have significantly increased the
computational power of chips, which has had a profound impact on the development of
neural networks [25–27], deep learning, and target detection technology. Neural-network-
based target detection techniques can be broadly categorized into two approaches: single-
stage and two-stage methods.

The two-stage approach involves using Region Proposal Networks (RPNs) [28,29] to
generate candidate frames, followed by filtering techniques like non-maximum suppression
to select the best detection frame for the target object. The R-CNN family of algorithms [30]
is a notable example of the two-stage approach. While this method achieves relatively
high accuracy, the generation and filtering of a large number of candidate frames result
in redundant computations, leading to slow detection speed and limited effectiveness for
real-time detection tasks.

In contrast, the single-stage approach directly performs classification and regression
calculations on the input image, eliminating the need for extensive candidate frame gen-
eration and subsequent filtering. This reduction in redundant operations significantly
improves efficiency. Representative algorithms in the single-stage approach include the
Single Shot MultiBox Detector (SSD) algorithm [31] and the YOLO series [32].

2.3. Transformers

Transformers [32], initially introduced by Google in 2017 for language tasks, have
gained attention in the field of computer vision with the advent of Vision Transformer
(ViT) [33] in 2020. Unlike traditional convolutional neural networks, transformers excel in
handling tasks with varying scales and long sequences of data due to their unique encoder
and decoder structures and global attention mechanism. This makes transformers more
promising for practical applications compared to CNNs. The success of the Transformer
algorithm in the speech domain inspired the development of ViT for image classification
tasks. ViT utilizes a parameter-free self-attention module embedded into the encoder layer,
enabling the conversion of image data into a fixed-length vector representation for classifi-
cation. Comparative studies between ViT and CNN models have demonstrated comparable
accuracy performance. However, for target detection tasks that require attention to object
locations and sizes within the input, different self-attentive units are required for different
image regions.

Detection Transformer (DETR) [34] combines the Transformer framework with set
prediction, transforming the target detection task into an ensemble prediction problem.
Each location in the image is associated with a query vector using self-attention, enabling
end-to-end single-step detection and segmentation. Improved versions of DETR, such as
Deformable DETR [35], Conditional DETR [36], and DINO [37], have achieved high detec-
tion accuracy on the COCO dataset by enhancing the DETR structure. Furthermore, the
sliding window-based Swin Transformer [38] has surpassed CNNs in image classification,
target detection, and image segmentation, demonstrating the vast potential of transformer
networks in computer vision.

Both CNNs and transformers have been extensively employed in computer vision
tasks, including students’ classroom behavior detection. CNNs excel at capturing local
image features through convolutional operations, making them effective for target detection
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and classification tasks. They have achieved remarkable success across various applications
and are well-established in the field. On the other hand, transformers have exhibited
exceptional performance in natural language processing tasks and have recently gained
attention in computer vision. Transformers leverage self-attention mechanisms to capture
global dependencies and relationships between elements in the input data, making them
suitable for modeling long-range dependencies and capturing contextual information in
image data. This capability has led to improved performance in tasks such as image
classification and object detection.

In the domain of students’ classroom behavior detection, CNNs have been widely
used and have made significant progress. They have proven effective in capturing local
visual features relevant to behavior analysis, such as body poses and facial expressions.
However, CNNs may encounter challenges when modeling complex relationships between
different body parts and capturing global contextual information. Transformers, with
their ability to capture global dependencies and contextual information, hold promise for
enhancing students’ classroom behavior detection systems. By effectively modeling the
relationships between different body parts and considering the overall context of students’
classroom behavior, transformers have the potential to improve the accuracy and robustness
of behavior detection models.

3. Materials and Methods
3.1. Research Problem

This section provides an overview of the mathematical notations used in this paper
and introduces the students’ classroom behavior detection system developed in this work.
Additionally, we describe the concepts of deep behavioral feature embedding and multiple
attention mechanisms that are utilized in our approach. For quick reference, Table 1 lists
the important notations used throughout the paper, and Figure 1 illustrates the flowchart
depicting the detection process conducted in this study.

Table 1. Symbols used in this paper.

Notation Description

I Classroom image signal
B Student behaviors
i Number of identified behaviors
h, w Size of image
C Dimension of image
X = {x1, x2, . . . , xl , }, xl ∈ Rcl×hl× wl Feature map of the original image
X̂ = {x̂1, x̂2, . . . , x̂l , }, x̂l ∈ Rcl×hl× wl Feature map of FPN
N Number of targets in a single image
q, k, v Parameters of attentional manipulation
D Dimension of Deformable DETR’s attention module
d, d ∈ 0, 1, . . . , 1

D Dimension of the current detection sequence
yitem

cls , item ∈ 1, 2, . . . , i Class results detected by model checking
ypos Bounding box results identified by model detection
α, β, γ The weight ratio of the loss function

Definition 1 (Students’ Classroom Behavior Detection Problem). The students’ classroom
behavior detection problem aims to identify the input classroom image signal Iinput and determine
the best matching students’ classroom behavior from a set of students’ classroom behavior categories
(Bn|i = 1, 2, 3, . . . , N). Here, n represents the index of the students’ classroom behaviors identified
in this paper. The problem can be formulated as follows:

B∗ = arg max
Bn

{
f
(

Iinput, B1; ϕ
)
, f
(

Iinput, B2; ϕ
)
, . . . , f

(
Iinput, BN ; ϕ

)}
(1)
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where f (·) is the function that calculates the similarity of behaviors, and ϕ is the function parameter.
By evaluating the input classroom image Iinput, we calculate the degree of matching with various
behaviors, and the behavior B∗ with the highest similarity is identified as the detected behavior.

Definition 2 (Deep Behavioral Profile Embedding). To achieve deep behavioral profile em-
bedding, we employ the Feature Pyramid Network and the multi-scale attention mechanism of
Deformable DETR. In the encoder part of the transformer, we utilize position embedding and scale-
level embedding techniques. These methods enable differentiation of the position information of the
target and the various feature layers.

The position embedding provides a fixed representation that allows for the determination of the
relative order of each input token in the query. By applying the same normalization operation to the
input query, the relative position of the target in the classroom image can be accurately determined.
On the other hand, the scale-level embedding is specifically trained to discern the different feature
layers, facilitating multi-scale target detection. Integrating these techniques with the FPN network
significantly improves the accuracy of multi-scale students’ classroom behavior detection.

 Classroom Behavior 
Detection System

Behavior 1

Behavior 2

Behavior N

...

Input image

Threshold
MaxScore hrehold 

MaxScore hrehold 

Best matching 
behavior

New behavior

Max Score?

Closed Set 
Detection

Open Set 
Detection

Figure 1. Flowchart of the students’ classroom behavior detection system.

Definition 3 (Multiple Attention Mechanisms). In the backbone network, we utilize both same-
window self-attention and cross-window attention to learn and divide the features of the entire
classroom image. This enables attention learning in the detection head by employing Deformable
attention for local regions around the observation point and a cross-attention mechanism for
information exchange across different attention regions. By dividing the computation of the overall
task into attention computations into multiple regional parts, we reduce the computational burden
while ensuring the effectiveness of the attention mechanism in capturing global information from
the entire classroom image.

3.2. Proposed Method

In this section, we describe the method used for classroom behavior detection, which
involves the substitution of the backbone network of Deformable DETR with the Swin
Transformer. The extracted classroom image features from the backbone are then passed
through the FPN network, and the CARAFE operator is incorporated to enhance the
model’s operational accuracy. The model architecture used in this research is depicted
in Figure 2. During the training phase, the dataset is expanded, and adaptive training is
employed to gradually adjust the batch size.

3.2.1. Deformable DETR for Classroom Behavior Detection

Deformable DETR, proposed by Dai et al. at SenseTime [35], is a target detection
model that utilizes the Transformer architecture. Unlike traditional target detection models
that rely on manually designed object detection frameworks such as anchor boxes [39,40],
Deformable DETR transforms the target detection problem into an ensemble problem and
leverages the Transformer for ensemble processing.
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Figure 2. The overall structure of the model. The classroom images of size H ×W × 3 are input
into the backbone constructed by the Swin Transformer network, and then the classroom images
are formed into 7 patches of 4× 4× 96. Each patch is then fed into the Swin Transformer block to
perform attentional operations. The feature maps obtained at different levels are fed into the FPN
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structure, and the model is able to learn multi-scale features by fusing the deep and shallow features.
The output of the FPN structure is transformed into a 256-dimensional sequence and fed into
the transformer network, and the final detection result is obtained after 6 layers of encoder and
decoder operations.

The architecture of Deformable DETR consists of two main parts: the backbone
network for extracting classroom image features and the Transformer module for image
classification of each feature map.

The backbone network extracts features from the input classroom image and generates
multiple feature maps with different resolutions. These feature maps are then processed by
transformers to convert the feature representation from a list format into a global classroom
image representation, which is passed on to the decoder.

The detection head of Deformable DETR utilizes a multi-scale deformable self-attention
mechanism with local features around key points, followed by cross-attention to link the
features between different key points and learn overall features [35].

In the original image detection task using the transformer structure, the attention
mechanism assigns different weights to different regions of the input feature map through
self-attention in the encoder structure. The resulting features are then fed into the decoder
for classification and filtering of the obtained feature vectors. Cross-attention is employed
in the decoder to learn features extracted from different encoder layers.

Attention(q, k, v) = so f tmax
(

qkT
)

v (2)

Transformer’s global-oriented attention module focuses on all possible spatial loca-
tions, but this approach involves redundant and invalid computations despite achieving
high accuracy. To address this, Deformable DETR introduces the Deformable Attention
mechanism, which enhances the receptive field by utilizing deformable convolution instead
of regular convolution, as shown in Figure 3.

De f ormAttn
(
zq, pq, x

)
=

M

∑
m=1

Wm

[
K

∑
k=1

Amqk ∗W
′
mx
(

pq + ∆pmqk

)]
(3)

The Deformable Attention mechanism, represented by Equation (3), takes an input
feature map x of size C × H ×W, where each pixel point in the feature map is a vector
zq of C channels. The mechanism uses initial sampled key points pq, position encoding
offsets pmqk, and weights Wm, Wm′ of the fully connected layer. The dot product of queries
and keys amqk represents the weight of multi-headed attention. Both pmqk and Amqk are
obtained by passing zq through the fully connected layer [41].

Deformable convolution allows each convolution kernel to be determined by the offset
and deformation of the kernel, capturing the spatial variation between targets of different
scales. The Deformation Attention module focuses on a small number of key sampling
points around the reference point, irrespective of the spatial size of the feature map. This
alleviates the slow convergence of DETR by reducing the number of keys assigned to the
query [42].

For target detection, each object is represented as a vector containing the feature
and location information. Unlike ViT’s application in image classification, determining
the location information of each target object in the image is necessary for the target
detection task. To accomplish this, location encoding is introduced to assign relative
location information between different tokens in the query, enabling the determination of
the location and reference point of each token. The feature information around the reference
point obtained from attention is then used to predict the relative offset of the reference
point, which serves as the predicted bounding box by the detection head. The reference
point is initially set as the center of the frame, and the detection head predicts the offset
with respect to the reference point.
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Figure 3. The encoder and decoder structure of Deformable DETR. The attention is computed by a
multi-scale deformable self-attention mechanism with local features around key points. After that
cross-attention is taken to link the features between different key points to learn the overall features.

3.2.2. Swin-Transformer in Classroom Scenarios

To enhance the performance of classroom behavior detection, we propose replacing
the backbone network of Deformable DETR with the Swin Transformer as shown in
Algorithm 1. The Swin Transformer has demonstrated impressive capabilities in capturing
long-range dependencies and achieving outstanding results across various computer vision
tasks [33]. By incorporating the Swin Transformer’s hierarchical structure and self-attention
mechanism, we aim to improve the representation power of our model.

The Swin Transformer [38] is a variant of the Transformer model that focuses on captur-
ing spatial information in images. It introduces a patch-based processing approach, where
a classroom image with dimensions h× w is divided into m patches of size n× n. Feature
extraction is performed on each patch, and the resulting feature vectors are concatenated
to form a comprehensive representation of the entire classroom image. This patch-based
strategy enables the model to handle objects of different sizes effectively in image detection
tasks [38].
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Algorithm 1 The proposed model of students’ classroom behavior detection

Input: Pictures/videos of teachers in actual educational situations
Output: The behavior of each student in the current classroom

1: Block the original classroom image:

xl = Conv(Ih×w×c)

2: Calculate attention within a single patch:

Ω(MSA) = 4hwC2 + 2(hw)2C

3: Calculate the cross-attention between two patches:

Ω(SW −MSA) = 4hwC2 + 2M2hwC

4: Computes the output of the Swin-block. The calculation was repeated for many times,
and four feature graphs of different dimensions and sizes were obtained:

xl
′ = W −MSA(LN(xl−1)) + xl−1

xl = MLP
(

LN
(
xl
′))+ xl

′

xl+1
′ = SW −MSA(LN(xl)) + xl+1

xl+1 = MLP
(

LN
(
xl+1

′))+ xl+1
′

5: Calculate the multiscale feature map:

X̂ = ϕ
(

N
(
X, kup

)
, Wl′

)
6: Calculate deformable attention:

De f ormAttn
(
zq, pq, x

)
=

M

∑
m=1

Wm

[
K

∑
k=1

Amqk ∗W
′
mx
(

pq + ∆pmqk

)]

7: Compute classification loss Lcls:{
yitem

cls = argmax
item=b∗

so f tmax(FFN(hlwl × Dmodel))

Lcls = −(1− pt)
γlog pt

8: Compute bounding box loss Lbbox:
PE(ypos ,2d) = sin

(
ypos

10,000
2d

Dmodel

)
PE(ypos ,2d+1) = cos

(
ypos

10,000
2d

Dmodel

)
Lbbox = 1

n∑|xi−yi |

9: Compute IoU loss LIoU :

LIoU = 1−
(

IoU − Ac − u
Ac

)
10: Compute the total loss Ltotal :

Ltotal = αLcls + βLbbox + γLIoU

11: Predict the students’ classroom behavior B∗ and the position of the student ypos.
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The Swin Transformer block comprises two main components: the Windowed Multi-
head Self-Attention (W-MSA) mechanism and the Sliding-Window Multihead Self-Attention
(SW-MSA) mechanism. Additionally, it incorporates a Multilayer Perceptron (MLP) and
Layer Normalization (LN) operations. The connectivity between different layers is es-
tablished using a residual network [43]. The Swin Transformer block structure involves
normalizing the input with LN before the W-MSA module and MLP, and the residual
network connects the information across layers.

The structure of the Swin Transformer block is illustrated in Figure 4. In each block, the
input image of size (H, W, 3) is partitioned into patches, which are then processed by the
W-MSA mechanism. After normalization and MLP operations, a sliding-window attention
operation is performed to establish feature associations between different patches [43].

xl
′ = W-MSA(LN(xl−1)) + xl−1

xl = MLP(LN(xl
′)) + xl

′

xl+1
′ = SW-MSA(LN(xl)) + xl+1

xl+1 = MLP(LN(xl+1
′)) + xl+1

′

(4)
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Figure 4. The Swin Transformer block structure is used to divide the incoming (H, W, 3) images
into patches, and then each patch is processed by the Window Multihead Self-Attention mechanism
(W-MSA). After normalization and fully connected network operations, a sliding-window attention
operation is performed to establish feature associations between different patches.{

Ω(MSA) = 4hwC2 + 2(hw)2C
Ω(SW-MSA) = 4hwC2 + 2M2hwC

(5)

The computational complexity of the W-MSA module and SW-MSA mechanism can
be approximated as Equation (5). These window-based self-attention modules are more
efficient for feature extraction from large visual datasets. Unlike the conventional self-
attention mechanism that involves computations across the entire input sequence, W-MSA
divides the input sequence into windows, allowing elements within each window to interact
only with elements within the same window. This significantly reduces the computational
cost. Additionally, SW-MSA facilitates the exchange and learning of attention information
between windows, enabling the model to capture global attention information about the
entire image. This approach reduces computation while enhancing speed.

A key design element of the Swin Transformer is the shifting of window partitions
between consecutive self-attentive layers. This shifting mechanism establishes connections
between windows from different layers, significantly enhancing the model’s modeling
capability. To ensure connectivity, the windows at the edges undergo cyclic leftward
and upward shifts through masking operations, adjusting the relative positions between
windows and limiting self-attention calculations to each sub-window.
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In the context of classroom behavior detection, integrating the Swin Transformer into
Deformable DETR brings several advantages. First, the Swin Transformer’s patch-based
processing enables the model to effectively handle objects of various sizes, which is crucial
in classroom scenarios where students’ behavior may vary in scale. Second, the hierarchical
structure and self-attention mechanism of the Swin Transformer enhance the model’s ability
to capture long-range dependencies, facilitating the detection of complex behavior patterns.
Finally, the optimization techniques employed in the Swin Transformer improve computa-
tional efficiency, making it feasible to apply the model to real-time classroom monitoring.

By substituting the backbone network of Deformable DETR with the Swin Transformer,
we expect to achieve improved accuracy and robustness in classroom behavior detection.
The Swin Transformer’s architectural design and efficient feature extraction mechanisms
make it a suitable choice for capturing meaningful representations of classroom images
and facilitating subsequent detection and classification tasks.

3.2.3. FPN-CARAFE in a Classroom Environment

To further enhance the operational accuracy of the model, we incorporate the Content-
Aware ReAssembly of Features (CARAFE) operator [38]. The CARAFE operator [38] is a
pixel-adaptive convolutional operator that performs upsampling on low-resolution feature
maps while preserving and enhancing fine-grained details. By adaptively gathering and re-
distributing information from neighboring pixels, the CARAFE operator refines the feature
representations and improves the model’s ability to capture fine-grained information [44].

In the context of a classroom environment, the FPN-CARAFE model proves valuable
for behavior detection tasks due to its capacity to detect and classify targets based on
multi-scale feature maps. The Feature Pyramid Network architecture enables the model
to extract contextual and semantic information from different scales, while the CARAFE
operator enhances the feature recombination process.

FPN constructs a bottom-up feature pyramid by connecting multiple backbone convo-
lutional networks. This pyramid consists of feature maps at different resolutions, with each
layer providing varying levels of contextual and semantic information. Through merging
these feature maps, FPN creates a more comprehensive representation of the input, thus
improving the accuracy of detecting targets at multiple scales. The deep-level features
capture the overall shape and structure of an object, while the shallow-level features capture
local details such as edges and corners. The fusion of these features enhances the model’s
ability to handle objects of different sizes.

During the feature recombination process, the CARAFE operator is employed to
upsample the feature maps. CARAFE predicts an upsampling kernel for each location
based on the input features, enabling a larger field of perception during recombination and
guiding the recombination process. Utilizing predicted upsampling kernels, CARAFE re-
combines the features, resulting in an upsampled feature map. Notably, CARAFE achieves
this with fewer parameters and lower computational complexity compared to alterna-
tive methods.

The CARAFE process can be represented as follows:{
Wl′ = ψ(N(Xl , kencoder))

X′l′ = ϕ
(

N
(
Xl , kup

)
, Wl′

) (6)

Here, Wl′ represents the position information obtained by predicting the kernel using
the content of each target location. The content-aware module ϕ reorganizes the input
feature map Xl using Wl′ , resulting in the new feature map X′l′ or X′.

By combining FPN and CARAFE, the FPN-CARAFE model significantly enhances
the detection and classification of behaviors in a classroom setting. The multi-scale feature
maps extracted by FPN provide rich contextual information, while CARAFE improves the
feature recombination process, enabling accurate behavior detection. This approach aids in
monitoring classroom dynamics, analyzing student engagement, and facilitating effective
classroom management.
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3.2.4. Training Phase and Adaptive Training

During the training phase, we expand the dataset to enhance the model’s performance.
Adaptive training [45] is employed to gradually adjust the batch size. Adaptive training
involves dynamically adjusting the batch size during the training process based on training
progress and resource constraints. The batch size refers to the number of training samples
processed by the training algorithm in each iteration. A larger batch size can lead to more
efficient training as it allows for parallel processing and better utilization of computational
resources. However, using a larger batch size may result in finding local optima rather
than global optima, while a too small batch size can slow down training and lead to non-
convergence. The idea behind adaptive training is to find an optimal batch size that balances
the benefits of a larger batch size with the limitations imposed by available resources.

Initially, a smaller batch size can be used to explore the training landscape and expedite
the model training process. As training progresses and model robustness improves, the
batch size can gradually increase to leverage larger batch sizes and improve convergence
speed. By adopting adaptive training, the model can effectively utilize computational
resources and achieve improved performance compared to using a fixed batch size through-
out the entire training process.

4. Experimental Results and Analysis

This section presents the experimental results and analysis of the proposed method.
We begin by providing an overview of the training dataset used in this study. Next, we
compare our method with existing approaches that utilize the same dataset to demonstrate
its superiority. Furthermore, we conduct a series of intersection experiments to evaluate
the performance of our method under different optimization strategies.

4.1. Dataset

In the field of computer vision, various datasets, such as ImageNet [44], COCO [46],
and ADE20K [2], have been established for different vision tasks. However, there is
currently no comprehensive and authoritative dataset specifically designed for students’
classroom behavior detection in classroom environments. To address this gap, we created
a dataset, named ClaBehavior, by using screenshots from videos of elementary school
language classes in the 2019 Ministerial Excellence Lessons. These videos are publicly
available on the China National Resources Public Service Platform [47]. We captured
screenshots at one-second intervals, resulting in a total of 1346 images. We annotated these
images using the Labelme software [48]. The dataset consists of four classroom scenes with
different layouts, each containing 24–36 students. It includes approximately 120 distinct
student objects, covering seven different classroom behaviors: reading, writing, raising
hands, listening, standing up, group discussion, and turning head to talk. The objects
in this dataset are predominantly medium-sized targets due to the dense distribution of
characters in the classroom environment. Students in the foreground are considered large
target objects, while students located in the corners and edges of the classroom are mostly
small target objects.

Table 2 provides an overview of the labels and their corresponding frequencies in the
ClaBehavior dataset. The labels are formatted according to the COCO dataset format.

Table 2. Number of labels for different behaviors in ClaBehavior dataset.

Behaviors Write Read Lookup Turn_Head Raise_Hand Stand Discuss

Statistics 1025 1075 5725 1025 725 94 242

4.2. Evaluation Metrics

To evaluate the effectiveness of our model, we employ various evaluation metrics that
measure its performance in accurately identifying and classifying objects. The following
metrics are utilized:
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• True Positive (TP): The model correctly identifies the location and type of the object in
the classroom-behavior-detection task.

• False Positive (FP): The model correctly identifies the location of the object in the
classroom-behavior-detection task, but misidentifies its type.

• False Negative (FN): The model fails to identify the correct position and type of the
object in the classroom-behavior-detection task.

By calculating the values of TP, FP, and FN, we can derive the precision and recall of
the model. These metrics provide insights into the model’s ability to correctly detect objects
in the classroom behavior detection task. Precision is defined as the ratio of true positives
to the sum of true positives and false positives, while recall is the ratio of true positives to
the sum of true positives and false negatives:

precision =
TP

TP + FP
(7)

recall =
TP

TP + FN
(8)

Furthermore, to conduct a comprehensive evaluation of precision and recall, we
introduce the concepts of Average Precision (AP) and mean Average Precision (mAP). The
AP and mAP values provide a visual representation of the model’s detection accuracy for
various target types in the classroom behavior detection task, with the mAP value reflecting
the overall accuracy by averaging the AP values across different targets. This approach
allows for a comprehensive assessment of the model’s performance in the classroom
behavior detection task.

APi =
∫ 1

0
P(r)dr (9)

mAP =
1
n

n

∑
i
(APi) (10)

Another metric we consider is Floating Point Operations (FLOPs), which provides
insights into the computational complexity of the proposed model. FLOPs quantifies the
number of operations (multiplications and additions) required for data processing and
prediction. By measuring FLOPs, we can estimate the computational requirements and
model complexity, providing guidance for effective training and deployment.

4.3. Baseline Models

To assess the effectiveness of our proposed method, we compare it to several existing
models in the field of students’ classroom-behavior-detection systems. We have selected
the following baseline models for comparison:

• Faster R-CNN [29]: This method utilizes the ResNet network for feature extraction
and incorporates the Region Proposal Network (RPN) to generate bounding boxes. It
employs a k-means algorithm for post-processing and filtering.

• SSD [18]: This method also utilizes the ResNet network for feature extraction and
improves the accuracy of students’ classroom behavior detection by integrating the
Feature Pyramid Network (FPN). The FPN enhances the detection accuracy for small
target objects, improving overall performance.

• YOLOv3 [23]: This method adopts the Darknet-53 network as the backbone for feature
extraction. It incorporates the FPN for multi-scale task detection. The classification
part utilizes an SVM classifier for behavior classification.

• YOLOv5 [20]: This method utilizes the CSPDarknet network to extract features from
input images. It introduces the Spatial Intersection over Union (SIoU) loss function in
the Convolutional Block Layer (CBL) module and employs the GELU function as the
activation function.



Systems 2023, 11, 372 15 of 26

• YOLOv7 [14]: This method employs CBSDarknet as the backbone network and utilizes
the Path Aggregation Network (PAN) and Feature Pyramid Network (FPN) for feature
fusion across different levels of hierarchy in the images. The detection results are
obtained using the Efficient Local Attention Network (ELAN) and Category-aware
Transformation (CAT) modules as the detection heads.

By comparing our proposed method with these existing algorithms, we can evaluate
and demonstrate its effectiveness and performance in the context of students’ classroom
behavior detection.

In the next section, we will present the experimental results and analysis, including a
comparison of the proposed method with the baseline models, further demonstrating its
superiority and efficacy.

4.4. Experimental Settings

The experiments were conducted on an Ubuntu 20.04 system equipped with four
NVIDIA RTX A5000 GPUs. We implemented our method using the PyTorch-GPU 1.10.3
deep learning framework and CUDA version 11.3.

To address the limited amount of data, we performed data augmentation on the
dataset using the Albumentations open-source library [49]. This involved applying various
augmentation operations, such as flipping, panning, zooming, and blurring, to the images,
effectively expanding the dataset. During the training phase, we utilized the AdamW
optimizer [50] with an initial learning rate of 2× 10−5 and a batch size of 1.

4.5. Comparison Experiments with the State-of-the-Art Methods

To evaluate the effectiveness of our proposed method, we compared it with five
state-of-the-art methods on the ClaBehavior dataset. Table 3 provides a comprehensive
comparison of different models, including their FLOPs per billion (G), mean Average
Precision for object detection, precision, recall, and image size.

As shown in Table 3, YOLOv7 obtained the best performance in mAP, precision, and
recall among all baseline methods. In addition, Faster R-CNN has the best performance in
FLOPs among all the traditional methods. Compared with the five state-of-the-art methods,
the proposed method achieves the best performance in mAP, precision, and recall, and its
performance in FLOPs is comparable to that of Faster R-CNN. The above experimental
results demonstrate that the proposed method can achieve the best performance in students’
classroom behavior detection with high computational efficiency.

Table 3. Comparison of the performance of the proposed method with five state-of-the-art methods
on the ClaBehavior dataset. Bolded indicates the best performance, and underlined indicates the
second-best performance.

Models FLOPs/G mAP(0.50:0.95) Precision Recall Image Size

Faster R-CNN 23.38 0.491 0.617 0.643 224 × 224
SSD 34.59 0.430 0.524 0.612 300 × 300

YOLOv3 77.1 0.378 0.378 0.572 640 × 640
YOLOv5 77.6 0.455 0.544 0.607 640 × 640
YOLOv7 104.7 0.583 0.707 0.722 640 × 640
Proposed 33.21 0.605 0.738 0.751 224 × 224

Additionally, Figure 5 compares the model’s detection accuracy with other algorithms
after an equal number of training sessions, further highlighting the superior performance
of our proposed model.



Systems 2023, 11, 372 16 of 26

0.35

0.4

0.45

0.5

0.55

0.6

0.65

mAP

Faster R-CNN SSD YOLOv3

YOLOv5 YOLOv7 Proposed

20

40

60

80

100

120

FLOPs/G

Faster R-CNN SSD YOLOv3

YOLOv5 YOLOv7 Proposed

(a) Comparison of Precision (b) Comparison of Recall

(c) Comparison of mAP (d) FLOPs/G

Figure 5. The performance of this method is compared with the baseline method on four metrics.
Larger values of mAP, Precision, and Recall indicate better performance, and lower values of the
FLOPs metric indicate better performance.

4.6. Ablation Experiments

Table 4 presents the results of the ablation experiments, where different optimiza-
tion strategies were applied to the DeformableDETR model. The models include De-
formableDETR alone, DeformableDETR with CSPDarknet as the backbone network, De-
formableDETR with Swin Transformer as the backbone network, DeformableDETR with
Swin Transformer and the FPN structure, and our proposed model. In this experiment, we
investigated the combination of Deformable DETR and Swin Transformer, as well as the
use of CSPDarknet from the YOLO series as the backbone network for Deformable DETR.
However, the experimental results showed that this configuration did not yield satisfactory
detection performance.

Table 4. Ablation experiments with 5 different combinations. Bolded indicates the best performance.

Models FLOPs/G mAP (0.50:0.95) Precision Recall Image Size

DeformableDETR 11.01 0.544 0.654 0.722 224 × 224
DeformableDETR+CSPDarknet 85.49 0.488 0.606 0.663 640 × 640

DeformableDETR+Swin 26.51 0.566 0.703 0.725 224 × 224
DeformableDETR+Swin+FPN 28.97 0.593 0.717 0.736 224 × 224

Proposed 33.21 0.605 0.738 0.751 224 × 224

Further integration experiments were conducted to optimize our model. The results
are presented in Table 4. When using Swin Transformer as the backbone network, the
average accuracy for detecting different behaviors improved by 2.2%. Moreover, with
the introduction of the Feature Pyramid Network structure in the neck, the detection
performance showed a significant improvement, with a 4.9% increase in detection accuracy
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compared to the original network. The FPN structure contributed to enhanced detection
accuracy, particularly for small- and medium-sized objects. It is worth noting that this
improvement was achieved with only a slight increase in the number of parameters, as
indicated by the FLOPs. DeformableDETR+CSPDarknet utilizes an input image size of
640× 640 because the student behavior recognition results are better compared to using
an input size of 224× 224. By adopting a more optimal baseline in this experiment, it
demonstrates that the proposed method achieves higher recognition accuracy with smaller
input images.

The results demonstrate that the integration of the FPN structure with the CARAFE
operator in our proposed model leads to a significant improvement in accuracy while
maintaining a manageable increase in operational complexity. This highlights the effective-
ness of this combination in enhancing the overall performance of the model. The findings
emphasize the importance of selecting appropriate techniques to achieve a balance between
accuracy and computational efficiency.

On the other hand, when utilizing CSPDarknet from YOLOv5 as the backbone network,
both the number of model parameters and detection accuracy were negatively affected.
However, by enhancing the FPN with the lightweight CaraFE operator, the detection
accuracy of the model reached 60.5%, representing a 6.1% improvement compared to the
original model, as shown in Figure 6. Nevertheless, the number of model parameters
increased significantly in this case.

(a) Comparison of Precision (b) Comparison of Recall

(c) Comparison of mAP (d) FLOPs/G
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Figure 6. Comparison of the performance of 5 different combination methods on 4 metrics. Larger
values of mAP, Precision, and Recall indicate better performance, and lower values of the FLOPs
metric indicate better performance.

Figure 7 visualizes the accuracy variation of the model during the training process
with different backbone strategies. All four models, employing different strategies, exhibit
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stabilization and convergence after the 40th round of training, indicating effective learning
from the training data and consistent performance.
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Figure 7. Comparison of model accuracy for different optimization strategies.

These findings emphasize the effectiveness of using the Swin Transformer as the
backbone network and highlight the positive impact of incorporating the FPN structure
in improving detection accuracy while keeping the model complexity and number of
parameters relatively low.

4.7. Case Study

This section analyzes the performance of the proposed method on learner behavior
recognition in three parts: representation capability of the proposed method, sensitivity
analysis of the proposed method, and multiple case studies.

4.7.1. Representation Capability of the Proposed Method

To analyze the ability of the proposed method to represent students’ classroom be-
havior, we extracted the feature maps of the network for analysis. Figure 8 provides a
visualization of the feature maps generated by the FPN network at different layers, high-
lighting the hierarchical representation of the input data. The visualization results show that
the proposed method has a very good capability to represent students’ classroom behaviors.

4.7.2. Sensitivity Analysis of the Proposed Method

To assess the performance of our method, we present the detection results for seven
distinct classroom behaviors, and these behaviors include writing, reading, lookup, turn-
ing heads, standing up, raising hands, and engaging in group discussions. Furthermore,
Figure 9 showcases the recognition outcomes for various target scenarios within the class-
room from multiple perspectives.
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Figure 8. The FPN network outputs feature map results. Based on the feature maps of different
sizes obtained from different layers of the backbone as input, the feature maps of the previous layer
are upsampled and summed by a top-down process. The multi-scale detection task for targets of
different sizes is realized.

Figure 9. The recognition outcomes for various target scenarios within the classroom.

The training progress and convergence of the model can be observed in Figure 10,
which depicts the variation of the loss function throughout the training process.

The paper acknowledges that the misdetection of standing and discussion patterns is
primarily attributed to the limitations of the dataset. The dataset used in the study mainly
consists of elementary school classroom data, which poses challenges when testing the
model on high school classroom scenarios. The model tends to misidentify sitting and
standing postures as standing behavior due to the relatively higher sitting height of high
school students, as depicted in Figure 9.
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Figure 10. The loss throughout the training process.

Similarly, the dataset includes labels for group discussions that typically occur in
a front-to-back table placement pattern, where students gather around two tables for
discussion. Consequently, in classrooms with different table configurations, such as the
scenarios depicted in Figure 11, there may be instances where the model fails to properly
recognize discussion behaviors.

Figure 11. The confusion matrix of the proposed method.

To illustrate the detection accuracy of the model for different students’ classroom
behaviors, we present a confusion matrix in Figure 11. The confusion matrix highlights
the model’s performance in recognizing seven distinct classroom behaviors. We observe
that the model achieves higher accuracy in recognizing behaviors such as raising hands,
standing up, and group discussions, which involve larger body movements. However, it
exhibits relatively lower accuracy for behaviors like reading, writing, and listening, which
share similar body movements.

Overall, the results and observations presented in this section demonstrate both the
strengths and limitations of the SeDetr model for detecting students’ classroom behav-
iors. The model showcases promising generalization capabilities, but certain behavioral
differentiation and environmental factors may still pose challenges.
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4.7.3. Multiple Case Studies

Figure 12 showcases the identification of seven common behaviors in student class-
rooms using the SeDetr model. The images used for detection include those from the
test dataset, validation dataset, as well as scenarios not present in the dataset. The model
demonstrates good generalization ability by successfully recognizing most of the behaviors
across various scenarios and individuals. However, there are instances of missed and
misidentified results, such as in 2(d) and 2(f) of Figure 12, where the model mistakes
writing behavior for reading behavior. This ambiguity arises due to the model’s reliance on
head or body curvature as a distinguishing factor between the two behaviors. A similar
challenge is observed in 1(d) of Figure 12, where the model exhibits low confidence in
distinguishing between writing and reading. Additionally, the detection of head-turning
behavior can be influenced by the camera angle, as exemplified in 3(a) of Figure 12, where
a false detection occurs due to the image’s resemblance to head-turning and talking. Hence,
the impact of camera angles should be considered in real-world scenarios.
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Figure 12. The effectiveness of identifying seven classroom behaviors in different contexts.
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5. Discussion

The proposed method for students’ classroom behavior detection in the classroom,
utilizing a transformer-network-based approach and incorporating advanced techniques,
has shown promising results. In this section, we discuss the implications of our findings,
highlight the strengths and limitations of our approach, and propose potential areas for
future research.

One of the key strengths of our proposed method is the use of transformer net-
works, specifically the Swin Transformer, as the backbone network for feature extraction.
The transformer architecture has demonstrated remarkable success in various computer
vision tasks, and our study extends its application to students’ classroom behavior de-
tection. By leveraging the self-attention mechanism, transformers capture long-range
dependencies and contextual information, enabling accurate behavior detection in complex
classroom scenarios.

In addition, the incorporation of the feature pyramid structure and CARAFE operator
has contributed to improved detection accuracy for objects with different feature sizes. The
feature pyramid structure allows the model to effectively handle objects at multiple scales,
while the CARAFE operator enhances the resolution of feature maps, enabling more precise
localization and detection of students’ classroom behaviors. These techniques address the
challenge of detecting small- and medium-sized objects in the classroom and enhance the
overall performance of the proposed method.

The construction of a dedicated dataset for students’ classroom behavior detection is
another significant contribution of our study. The availability of reliable and annotated
datasets is crucial for the development and evaluation of machine learning models. Our
dataset, consisting of a diverse set of classroom images and behavior annotations, fills a
gap in the existing literature and provides a valuable resource for future research in the
field of students’ classroom behavior detection.

However, our study also has certain limitations that should be acknowledged. Firstly,
the size of our dataset is relatively small, which may restrict the generalizability of our find-
ings. Expanding the dataset to include a larger number of classrooms, diverse educational
environments, and various age groups would enhance the robustness and applicability of
the proposed method. Additionally, the performance of our method on low-resolution im-
ages is not satisfactory. Future research should explore techniques to improve the detection
accuracy for such images, as they are common in real-world classroom scenarios.

Furthermore, the computational complexity and training time of the proposed method
are relatively high due to the size of the model. This poses practical challenges, especially in
real-time applications. To address this limitation, future studies should focus on developing
lightweight models that maintain high detection accuracy while being more computation-
ally efficient. This would make the proposed method more accessible and applicable in
real-world classroom environments.

In terms of future research directions, there are several avenues to explore. Firstly, the
inclusion of temporal information can provide valuable insights into students’ classroom
behavior dynamics and improve the accuracy of behavior detection. Incorporating video
data and leveraging techniques such as temporal convolutional networks or recurrent
neural networks can enable the modeling of temporal dependencies and capture the
temporal evolution of students’ classroom behaviors.

Secondly, investigating transfer learning and domain adaptation techniques would
be beneficial to address the challenges of deploying the proposed method in different
educational environments. Adapting the model to new classrooms or different cultural
contexts could improve the generalizability and effectiveness of behavior detection systems.

Moreover, integrating multimodal information, such as audio and text data, can enrich
the understanding of students’ classroom behaviors and enable more comprehensive
analysis. The fusion of visual cues with audio signals or text transcripts can provide a
holistic view of classroom interactions and facilitate more accurate behavior detection.
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Lastly, conducting user studies and evaluations in real-world classroom environments
would be valuable to assess the practical implications and impact of the proposed method.
Understanding the perspectives and experiences of teachers, students, and other stakehold-
ers can guide the refinement and optimization of the system for real-world deployment.

In conclusion, our study presents a transformer-network-based method for students’
classroom behavior detection in the classroom, demonstrating improved accuracy and
performance compared to existing approaches. By leveraging advanced techniques and
constructing a dedicated dataset, we contribute to the field of students’ classroom behavior
analysis and open up new possibilities for automated behavior detection in educational
environments. The use of transformer networks, combined with the feature pyramid
structure and CARAFE operator, showcases the potential of deep learning techniques in
accurately identifying and understanding students’ classroom behaviors.

However, it is important to note that automated behavior detection systems should
not replace the role of teachers or human observers in the classroom. Instead, they can serve
as valuable tools to support educators in their efforts to monitor and manage classroom
dynamics. The insights provided by these systems can assist teachers in identifying patterns,
assessing student engagement, and informing instructional strategies. The combination
of human expertise and automated analysis can lead to more effective and personalized
educational experiences.

Ethical considerations should also be taken into account when deploying behavior
detection systems in educational environments. Privacy concerns, data security, and
informed consent are critical aspects that must be addressed to ensure the responsible and
ethical use of such technologies. Transparency and clear communication about the purpose
and functionality of these systems are essential to build trust among teachers, students,
and parents.

In summary, our study demonstrates the potential of transformer-network-based
methods for students’ classroom behavior detection in the classroom. The incorporation of
advanced techniques and the construction of a dedicated dataset contribute to improved
accuracy and performance. While there are limitations and challenges to overcome, such
as dataset size, low-resolution images, and computational complexity, future research can
focus on addressing these issues and exploring additional avenues, including temporal
modeling, transfer learning, multimodal integration, and real-world evaluations. By con-
tinuously advancing the field of automated behavior detection, we can support teachers in
creating engaging and inclusive learning environments that promote positive educational
outcomes for students.

6. Conclusions

In this paper, we have proposed a transformer-network-based method for the accurate
detection of seven different students’ classroom behaviors in the classroom. By replacing
the backbone network of Deformable DETR with the Swin Transformer network, we
have improved the feature extraction performance of input images. Additionally, the
introduction of the feature pyramid structure and CARAFE operator has enhanced the
detection accuracy for objects with different feature sizes. To address the lack of reliable
datasets for students’ classroom behaviors, we have constructed a dataset consisting of
1342 images and 9911 annotations.

Our proposed method has achieved a significant improvement of 6.1% in detection
accuracy compared to the original Deformable DETR network. This demonstrates the
effectiveness of our approach in accurately identifying student behaviors in the classroom.

However, we acknowledge certain limitations in our study. The dataset for students’
classroom behavior detection is not sufficiently large, and the results for low-resolution
images are not satisfactory. Moreover, the model used in our study is large, requiring
substantial training time and hardware resources. To overcome these limitations, future
research should focus on obtaining higher detection accuracy with lightweight models.
Both real-life cases and experimental results indicate that the reading and writing behaviors
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are indeed quite similar, posing significant challenges for recognition algorithms. In future
research, local feature learning can be employed to focus on the hand movements of
students and differentiate between reading and writing behaviors. These directions of
improvements would address the mentioned limitations and make the proposed method
more accessible and efficient.

By developing a robust dataset and employing advanced techniques such as trans-
former networks, feature pyramid structures, and CARAFE operators, our study con-
tributes to the field of students’ classroom behavior detection. The results highlight
the potential of using deep learning methods for understanding and analyzing class-
room dynamics, which can have significant implications for educational research and
student well-being.
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