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Abstract

:

The emergence of artificial-intelligence (AI)-powered information technology, such as deep learning and natural language processing, enables human to shift their behaving or working diagram from human-only to human–AI synergy, especially in the decision-making process. Since AI is multidisciplinary by nature and our understanding of human–AI synergy in decision-making is fragmented, we conducted a literature review to systematically characterize the phenomenon. Adopting the affordance actualization theory, we developed a framework to organize and understand the relationship between AI affordances, the human–AI synergy process, and the outcomes of human–AI synergy. Three themes emerged from the review: the identification of AI affordances in decision-making, human–AI synergy patterns regarding different decision tasks, and outcomes of human–AI synergy in decision-making. For each theme, we provided evidence on the existing research gaps and proposed future research directions. Our findings provide a holistic framework for understanding human–AI synergy phenomenon in decision-making. This work also offers theoretical contributions and research directions for researchers studying human–AI synergy in decision-making.
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1. Introduction


Over the last decades, artificial intelligence (AI) has penetrated almost all aspects of human life, resulting in a growing trend of human–AI synergy. AI is not merely a set of applications or tools. Instead, it can be broadly defined as “intelligent systems with the ability to think and learn” [1]. It embodies a wide variety of tools, techniques, and algorithms, including robotics, autonomous vehicles, virtual assistants, neural networks, speech/pattern/facial recognition, genetic algorithms, natural language processing, deep learning, and machine learning. AI systems have been widely used to augment or assist humans in the decision-making process by providing recommendations or predictions, which decision makers can choose to either accept or dismiss. In detail, AI has been introduced to various domains such as healthcare, finance, human resource management, and criminal justice, and is increasingly being incorporated into organizational management. Some well-known examples of AI applications include IBM’s Watson and Google DeepMind’s AlphaGo. Taking Watson as an example, natural language processing empowers Watson to understand human-composed sentences and assign multiple meanings to concepts and terms. Machine learning affords Watson the ability to learn from previous experiences or interactions, and to formulate solutions or recommendations based on past experiences [2]. In the medical field, Watson can be leveraged to assist doctors in discerning the patterns of cancers based on machine learning techniques. Moreover, AI technologies can also provide a variety of other capabilities to enhance better decision-making, including performance metrics of the model, as well as explanation and uncertainty of the prediction [3]. As such, we can expect that humans and AI-enabled machines will play a synergistic role in the decision-making process in the future.



There has been an emergence of studies on human–AI synergy, and the number of papers on AI adoption in decision-making has also been growing dramatically in the past five years [4]. Scholars have delved into several aspects, encompassing the roles of humans–AI, users’ perceptions, as well as AI design and configuration of AI systems [5,6,7,8]. The existing literature provides valuable insights into the multifaceted aspects of human–AI synergy. However, the aforementioned research is spread across multiple research communities and a wide variety of disciplines, resulting in a lack of consensus on the key findings. As the prevalence of AI in decision-making calls for a deeper and systematic understanding of human–AI decision-making, we conducted an interdisciplinary literature review on human–AI synergy in decision-making and systematically characterized the state of human–AI synergy in decision-making. In the present study, we focus on the human–AI synergy process in general decision-making contexts and decision tasks across many fields, such as e-commerce, marketing, daily life, and human resource management.



The remainder of this paper is structured as follows. The paper commences with an introduction of the overarching framework used to guide this literature review. This is then followed by a discussion on the scope of the surveyed papers and the methodology employed to screen and select relevant papers for further study. Subsequently, the section presents and summarizes the findings, identifying three key themes that emerged from the reviewing process. Then, the study concludes with a research agenda specific to each theme, accompanied by suggested research opportunities for future investigation into the synergy between humans and AI in decision-making. This review makes several significant contributions to the field. It identifies associated technologies and AI affordances within various decision-making sectors. Moreover, it offers a systematic framework for the adoption of AI in decision-making, along with the identification of several research themes from existing studies. Additionally, it provides a holistic understanding of the subject matter and proposes a research agenda aimed at addressing the identified research gaps in future studies.




2. Theoretical Background


2.1. Overarching Framework: Affordance Actualization Theory


We developed an overarching theoretical framework and organized the extant papers by adopting Strong et al.’s affordance actualization theory [9]. Existing research on information systems (IS) has attached much importance to IT affordance, which focuses on the property of the relationship between an actor and an object [10]. The relational property is essential in information technology (IT) implementation, especially in the case of AI implementation in the organizational decision-making process, as AI systems and AI artifacts are inherently complex and their influence should be addressed. IT affordance does not simply refer to the physical characteristics, but also to the action possibilities empowered by the IT functionalities. The possibilities and potential embedded in these affordances are realized in the actualization process. Thus, affordance actualization is defined as “actions taken by actors as they take advantage of one or more affordances through their use of the technology to achieve immediate concrete outcomes in support of organizational goals” [6] (p. 70). The actualization process comprises actions (e.g., use of technology) and the outcomes of these actions. The relationship between actions and outcomes is iterative, with the outcome providing feedback to impact subsequent actions. The immediate outcomes also act as a mediator between users’ actions and organizations’ ultimate goals. Moreover, there are also some external actors that will impact the actualization process.



The affordance actualization theory has become popular in IS literature because it provides a better understanding of how IT affords the ways of reciprocal actions that contribute to achieving final goals [11,12]. Beyond the IS field, this theory has also been adopted in other disciplines, including sociology, computer science, and also human–computer interactions [12,13]. We adopted the affordance actualization theory framework to organize the research on human–AI synergy in organizational decision-making for several reasons. For one thing, the affordance actualization lens has been successfully employed in studying IT use and its impacts [14], which provides a solid foundation for investigating other forms of technology use. For another, the theoretical lens includes the impacts of IT functionalities on both usage and outcomes, which cater to the need to understand the influence of AI systems on both usage and organizational decision-making outcomes in this research context. The overarching framework for affordance actualization is shown in Figure 1.




2.2. Human–AI Synergy


The literature on human–AI synergy can be generally divided into the following three streams.



The first stream focus on the roles of humans–AI and task division during the collaboration. In collaborative decision-making between humans and machines, AI can assume different roles, such as a facilitator, reviewer, expert advisor, or guide [5,15]. With the improvement of AI automation, agents’ roles have evolved from being auxiliary tools to active participants in team decision-making processes [16], leading to a wider array of team collaboration formats. Consequently, scholars have explored various methods of dividing labor and allocating tasks between humans and AI in different collaborative scenarios. For instance, some have considered factors like the respective capabilities of humans and machines, the collaborative environment, the status of team members, and the autonomy and openness of collaborative tasks to appropriately assign responsibilities [17].



The second stream of the literature focuses on the impact of AI systems on users’ experience and perception. Kumar et al. [6] identified the role of AI in practice and investigated the impacts of AI on customers’ experiences. Other scholars also focused on studying users’ perceptions and acceptance of AI technologies in other fields, including service marketing, learning design, and clinical decision-making [7,18,19,20]. However, due to variations in the design characteristics of AI agents and individual differences, there are discrepancies in the level of understanding, acceptance, cognitive processing ability, and trust towards AI or AI-generated decisions during human–machine collaboration [21]. These factors subsequently influence the overall outcomes of human–machine collaboration.



The third stream of research concentrates on enhancing the design, configuration, and governance of AI systems to ensure the design quality and trustworthiness of the AI systems, thus facilitating better human–AI interactions. Some studies have delved into optimizing the collaboration effect by discussing the design aspects of human–machine collaboration systems, including AI’s appearance, presentation modes, technology optimization, physical interfaces for human–machine collaboration, and mental interfaces [8]. Moreover, to help users to improve their understanding of the inherent risks of AI systems and to mitigate these risks, organizations and scholars have created several tools. For example, the European Commission created the Assessment List for Trustworthy AI (ALTAI) [22,23], which indicates self-assessment checklist questions and a set of steps that organizations are encouraged to complete. Each question presents multiple choices to verify the implementation of the guidelines. Scholars also proposed general processes with concrete steps that can be applied to assess if an AI system is trustworthy [24].





3. Materials and Methods


In this section, we identify the scope of this literature review in detail and describe the screening criteria of the papers. Our review specifically focused on empirical studies on human–AI synergy in organizational decision-making, where the goal was to understand, evaluate, and improve the experience of human–AI synergy for decision-making tasks. Therefore, we specified the following scope of our study: In detail, the selected paper should include evaluative empirical studies on human–AI synergy. We thus excluded studies that merely focus on the design or configuration of relative AI systems, as these tend to be predominantly quantitative studies. Moreover, the paper should be targeted to a specific decision-making task. We thus excluded studies involving tasks with other purposes, such as gaming or debugging.



Regarding the search strategy, we followed the three-stage approach by Webster and Watson [25], as presented in Figure 2. Initially, we selected four digital libraries, including Web of Science, Scopus, Business Source Complete, and ProQuest. These databases encompass academic studies in the fields of information systems, technology, science, medicine, social sciences, humanities, business, and interdisciplinary research on behavioral and social sciences. Our search terms were divided into two categories. The first category included terms related to human–AI synergy and its associated terms, such as “human-AI/robot”, “human-AI/robot synergy”, “human-AI/robot interaction”, “human-AI/robot teaming”, and “human-AI/robot collaboration”. The second category consisted of terms related to the process, effects or impacts of human–AI synergy, such as “decision-making”, “productivity”, “efficiency”, “effectiveness”, and “performance”.



Inclusion and exclusion criteria were also established to eliminate the studies that do not address the research projects. Regarding the initial inclusion criteria, titles and abstracts in English published in peer-reviewed journals and conferences from 2013 to 2023 were searched. The literature was searched from March to August 2023, during which we also included newly published articles. We focused on research published in the last 10 years due to the substantial growth in the field of human–AI decision-making during this period. To maintain a comprehensive scope, we did not restrict the concept of AI, encompassing autonomous agents, algorithms, robots, and automated systems in the reviewing process. The initial search process identified a total of 2161 journal articles and conference papers from all disciplines. A total of 998 papers were removed as they were duplicated papers or the full texts were inaccessible. Each remaining paper’s title and abstract was meticulously reviewed, with consultation of the full text when necessary, to determine its eligibility for inclusion. Articles were excluded if they were merely technical papers that focus on design issues or engineering related to the technologies that we focus on. We further applied additional exclusion criteria, such as excluding non-empirical articles and those focusing solely on AI or measurement development. Following the filtering process, we identified over 40 papers that qualified for the final review and coding. Additionally, we conducted a forward and backward searching process, which yielded a further 7 articles meeting our inclusion criteria. After a final iterative evaluation, using the specified inclusion and exclusion criteria, a total of 47 papers were selected for the final review and coding. The specific review protocol is presented in Figure 2.



In our study, we employed a rigorous coding process based on our overarching theoretical framework. The main research findings of each source were used as the primary principle for in-depth coding. Papers that provided findings related to the research themes were coded. By thoroughly examining these papers, we were able to uncover valuable information regarding human–AI synergy in decision-making. We then mapped the papers from all disciplines to our affordance actualization framework, which enabled us to develop a holistic understanding of what has been studied. The profile of the studies in our sample pool is presented in Table 1. This table provides an overview of the decision tasks, types of AI, AI systems, and organizational outcomes discussed in these studies.




4. Findings


In this section, we conclude the findings based on our coding and reviewing of the papers. We synthesized the 42 papers based on the affordance actualization framework. Through iterative analysis, we identified three prominent themes that significantly contribute to our understanding of human–AI synergy in decision-making contexts. These themes include AI affordances in decision-making, patterns of human–AI synergy across different decision tasks, and outcomes of human–AI synergy in collaborative decision-making. The overall results of this high-level synthesis of human–AI synergy in decision-making are visually depicted in Figure 3.



4.1. Theme 1: Identification of AI Affordances in Decision-Making


Theme 1 attempts to describe and categorize the AI affordances they enable during the decision-making process, which are embedded in the AI systems in this review. Specifically, the AI techniques used in decision-making may encompass a range of methods such as natural language processing, artificial neural networks, regression-based models, genetic algorithms, fuzzy logic, cluster analysis, and humanoid robots. Although the literature acknowledges the presence of these functionalities and techniques in AI, the identification of affordances and functionalities within these studies is scarce. Given the ubiquitousness of AI in human life, it is worth untangling the functionalities and affordances of AI systems. By understanding AI’s functionalities, we can further identify key affordances and how they are delivered in the human–AI decision-making process. After the coding of the literature, we have identified four general categories of AI affordances in decision-making process.



4.1.1. Automated Information Collecting and Updating Affordance


One of the significant affordances of AI, as highlighted in the literature we surveyed, is its capacity for automated information collection and updating across various fields. AI devices offer novel approaches to collect data and information via online platforms [38]. For example, on social media platforms, AI systems automatically capture news information on the network, classify and process the information, and realize accurate news releases. Similarly, in the e-commerce context, AI systems automatically capture commodity information or customer information and make classifications of the products or customers, facilitating accurate commodity display and promotion. The automated collection of heterogeneous data can improve the accuracy of data analysis. In the clinical diagnosis context, symptom checkers collect the patient’s information and perform diagnosis accordingly [65].



To illustrate further, in the context of job applications, machine learning models and algorithms provide companies with the opportunity to optimize the scope of job applicants [67]. Additionally, the organizations can collect the applicants’ online behavioral information, including the user clicks and time of staying on a specific job listing through collaborative filtering. These data also enable organizations to understand applicants’ preferences, which, in turn, aids in offering tailored job listing recommendations.




4.1.2. Information Processing and Analyzing Affordance


After collecting data from multiple resources, AI enables organizations to have the ability to develop new approaches for information processing and analyzing [38]. Taking human resource management as an example, natural language processing (NLP) algorithms can help with the interpretation of text in different formats and decrease staffs’ work stress. NLP-powered systems can efficiently analyze resumes and extract relevant information from job applications, freeing-up HR professionals to focus on more strategic tasks [67]. Also, after training the AI with specific competence-related questions, organizations can use robots to conduct automatic interviews with the job candidates. The robots can also be used to record, transcribe, and analyze the candidates’ responses during the interviews. AI-powered interviewers ensure a standardized and unbiased evaluation of candidates, leading to a more efficient and fair hiring process. In an online shopping context, AI helps with the analysis of customer data, such as body measurements, customer preferences and feedback, and style trends. This data-driven approach allows organizations to personalize product recommendations, offers tailored styling suggestions, and enhances overall customer satisfaction [68]. AI’s ability to cater to individual preferences creates a more engaging and enjoyable shopping journey for customers, boosting customer loyalty and retention. As AI continues to evolve and advance, organizations can harness its potential to drive innovation, streamline processes, and deliver more personalized and efficient services to their users. Embracing AI technology opens up a world of possibilities, propelling organizations towards a data-driven and customer-centric future. Machine learning is also one of the typical representatives of this affordance. Through the utilization of information acquired from prior experiences, machine-learning-based systems have the capability to train on data and effectively address analogous problems [69].




4.1.3. Predicting/Forecasting and Decision-Making-Assistance Affordance


In spite of the information collecting and analyzing affordances, algorithms and historical information provide AI with the ability to assist humans in predicting and making decisions. AI applications in decision-making can be broadly categorized into expert systems, optimization techniques, and other methods centered around simulation and modeling [69]. This affordance is particularly helpful for tasks in need of predicting and forecasting functions, such as in the supply chain industry, medical diagnosing, product recommendation, house prediction, and so on [64,69,70]. For instance, in an online shopping context, with the combination of human expertise and the efficiency and insight of AI, human stylists can provide customers with possible recommendations [71]. Another remarkable example of successful human–AI synergy is found in cancer detection. AI can assist humans with the analysis of lymph-node-cell images, outperforming both AI-only and human-only decisions [72]. Unlike human decisions which involve intuition or subjective reasoning, AI enables organizations to develop unbiased approaches for data analysis with objective reasoning, thus yielding less-biased decisions.



Furthermore, AI can handle hundreds of thousands of transactions or datasets per second and process information at speeds far beyond human capacity. This proficiency in data analysis allows AI to identify patterns, trends, and correlations that may be challenging for humans to detect [19]. In industries like supply chain management, AI’s predictive abilities help organizations optimize inventory levels, anticipate demand fluctuations, and make informed decisions, thereby leading to cost savings and enhanced operational efficiency and prediction accuracy [64,69].




4.1.4. Explanations Providing Affordance


Interpretable AI or explainable AI (XAI) refers to efficient and transparent interactions between AI and multiple stakeholders by providing information about how decisions and generated contents are made. The effectiveness of the human–AI synergy depends not only on the efficiency of the human team members, but also on how well the human members interact with their robotic “colleagues” [48]. Especially when AI acts as a “leader”, the explainability of its decisions directly determines the trust and decision-making of human team members [49]. The level of cognition alignment between human team members and robot “colleagues” plays a pivotal role in determining the understanding consistency of team values, goals, and tasks, as well as the overall value equivalence between humans and machines [26]. In other words, effective collaboration depends on the ability of intelligent machines and team members to comprehend each other’s value needs and communicate their own solutions and needs with clarity and rationality. Successful collaboration hinges on mutual understanding and the effective communication of value requirements between human team members and AI systems [30], thus improving the collaboration performance and user perception of AI systems [29]. When both parties can effectively exchange and comprehend their respective value needs and rationalize their solutions, the collaboration becomes more seamless and productive.



The types and criteria of explanations vary greatly [36,73]. Regarding the types of explanations, studies have proposed that both inductive and deductive reasoning can provide humans with general rules or conclusions for the decision [33]. Other studies also designed different explanations (e.g., confidence-level explanation and observation explanation; symbolic explanation, haptic explanation, and text explanation; example-based and feature-based explanations) to investigate the impact of explanation-providing affordances on team performance [27,32,34,40]. Lim et al. also tested users’ understanding of the AI systems and decisions based on different types of explanations, including What, Why, Why Not, What If, and How To [74]. The above studies have verified the effectiveness of providing explanations for AI systems. However, other scholars also proposed that too much communication between humans and AI may lead to cognitive load, thus degrading performance. To address this challenge, existing research has also developed a framework to decide the necessity, timing, and the proper contents to communicate during human–AI synergy [31].





4.2. Theme 2: Human–AI Synergy Patterns Regarding Different Decision Tasks


In the human–AI synergy decision-making process, the collaboration between humans and algorithms can be considered as an organization, such as a multi-agent and goal-oriented system [75]. The goal of the organization is to produce a final decision, and its responsibilities include task division, task allocation, and integration of effort. According to some AI pioneers, the combination of computers and humans can outperform either of them alone. In the organizational decision-making process, humans and AI also complement each other [2]. Based on the prevailing state of technology, the relationship between humans and AI also differs during the human–AI synergy process, in which humans and AI can act as different roles in a multi-agent organization [34].



Studies on human–AI synergy in decision-making span a wide range of fields, including human–AI team collaboration [16,76], human–AI relationships, task allocation between humans and AI [77,78], human trust in AI [21,50], shared mental models [79], and practice in the human–AI decision-making process. The synergy between humans and AI has also been demonstrated to bring benefits in many areas, such as medical diagnoses, automated vehicles, deception detection, bail decisions, learning technology design, and so on [20,62,65]. More specifically, the decision-making process is a complex cognitive process and is always susceptible to uncertainty [44]. Due to AI’s automated information collecting and updating affordance, the machine has the ability to assess uncertainties and convey key messages to the human, thereby saving the human decision-makers’ cognitive resources [8]. However, due to the complexity of different tasks by nature, some tasks are not desired to be totally automated. Therefore, when considering different decision tasks, we can examine human–AI synergy patterns from three main perspectives: AI-centered patterns, human-centered patterns, and human–AI synergy-centered patterns. Each of these perspectives offers valuable insights into how humans and AI can collaborate effectively to achieve optimal decision-making outcomes.



4.2.1. AI-Centered Patterns


Considering the different levels of uncertainty, variability, and complexity of the decision tasks that humans and AI address, we can characterize the research opportunities for human–AI synergy in decision-making by levels of task uncertainty involved [2]. When the uncertainty of a task is low, AI can be trained properly following the decision rules of human decision-makers with sufficient data and act as the supporting role [47]. In this case, studies are mainly algorithm-centered or design-centered, which focuses on the proper utilization of the machines’ computing power [51]. The algorithms involved include natural language processing, machine learning, inverse reinforcement learning, artificial neural networks, and so on. For example, natural language processing algorithms enable the possibility of communication between customers and intelligent customer service agents in e-commerce. Also, some studies focus on the design of AI systems or robots that cater to human needs. In this phase, communication between humans and AI is also unilateral. Automated decision-making systems can replace human decisions in some cases. However, in most scenarios, humans always act as the final decision makers with the guidance of the systems’ suggestions [47].




4.2.2. Human-Centered Patterns


On the other hand, with the increasing level of task uncertainty, studies put more emphasis on human-centered algorithms or system design [35]. To address more complex tasks, algorithms are more sophisticated, which may lead to a lack of understanding and “black box” issues [80,81]. The lack of humans’ understanding calls for higher transparency of the algorithm or AI system [26]. In detail, the intelligent agent should be able to explain its decision-making process and reasons in a trustable and understandable manner to humans. In this case, studies focus on the design of transparent AI or explainable artificial intelligence. Specifically, humans and AI should share the same mental model. Studies also emphasized the design of XAI to build the shared mental model.



Despite the “black box” issue of AI, the “cognitive bias” of humans remains another issue that needs to be addressed in human-centered patterns. Specifically, human decision-makers are vulnerable to bias and anchoring effects [82], and their judgements are not always consistent with the Bayesian rule [83]. Such kinds of biases have also been widely found in empirical studies, such as in medical diagnoses, investment, and operations management [84,85]. Additionally, the performance of the decision in the human-centered pattern also relies largely on the decision-makers’ ability, emotion and pressure [86], and their framing of different decision tasks. In general, the “black box” of AI and the cognitive limitations of humans create barriers to the final decision and synergy performance [8].




4.2.3. Human–AI Synergy-Centered Patterns


Further considering tasks with a high uncertainty, studies are mostly human–AI synergy-centered and put more emphasis on the collaboration between the two agents [37]. Humans possess certain advantages over AI systems, such as intuition, experience-based decision-making, and the ability to transfer learning from one task to another. However, AI can handle complex tasks through its automated information collecting and updating affordances. For example, AI and humans can collaborate with high-uncertainty tasks in many fields, including behavioral science, computer science, and cognitive science. It is worth noting that in some critical tasks, such as recidivism prediction, medical diagnoses, and other ethics-related tasks, humans are the final decision-makers [19,63]. Due to legal and ethical concerns, full automation of these tasks is undesired and presents challenges for both humans and AI systems [34].



In summary, the combination of human expertise with AI’s capabilities leads to powerful and synergetic decision-making processes. From product recommendations in online shopping to cancer detection in the medical field, AI’s assistance enhances decision-making accuracy and efficiency, while reducing bias and allowing organizations to harness data-driven insights for better outcomes [37]. Embracing AI as a collaborative partner empowers humans to tackle complex challenges more effectively and paves the way for a promising future with human–AI synergy [87]. In particular, human–machine collaboration has been brought to a new level with the announcement of the next industrial revolution, named Industry 5.0 [88]. The revolution has shifted manufacturing from machine-centered systems to human–AI synergy-centered systems. This represents that humans and machines can collaborate to make processes more efficient by integrating human creativity and the power of intelligent systems [89].





4.3. Theme 3: Outcomes of Human–AI Synergy in Decision-Making


The outcomes of AI affordance actualization are the direct results that users can achieve by adopting AI, including general outcomes, psychological, or cognitive outcomes induced by human–AI synergy. The affordance actualization theory also suggests that these outcomes are essential mechanisms that help the human–AI team with their final decision-making. The affordances identified in theme 1 and different synergy patterns in theme 2 yield several findings, contributing to the conclusions of the outcomes. By iterating between the existing literature and affordance actualization theory, we analyzed the outcomes of human–AI synergy in decision-making and concluded with four categories: the general performance of human–AI synergy in decision-making; trust in human–AI synergy in decision-making; transparency and explainability between human and AI synergy; and cognitive perspectives of human–AI synergy.



4.3.1. Outcome 1: General Performance of Human–AI Synergy in Decision-Making


The implementation of AI in the decision-making process has the potential to increase the general performance of decision-making. Regarding the decision-making assisting affordance, AI increases the interaction and communication between humans and other key actors in an organization, such as employees, customers, and other key actors in the commerce setting. The automated information collecting and updating affordance of AI can also reduce bias in the data collection process and help to develop unbiased approaches in the data analysis process. Unlike human decisions, which may be influenced by intuition or subjective reasoning, AI enables organizations to develop unbiased approaches for data analysis. By eliminating human biases, AI-driven decisions tend to be more objective and impartial, leading to fairer outcomes [90]. Moreover, when faced with tasks of “unreadable” or incoherent information, humans tend to “fill in” the information with subjective inputs, which may be influenced by inherent cognitive biases [91]. However, AI-based systems will produce a visualization based on relevant data, which is a representation of the data itself, rather than a cognitive perception [92]. Additionally, information collecting and processing affordances of AI can also enlarge the data pool that organizations can reach, collect, and analyze. For instance, in clinical decisions on rehabilitation assessment, AI-based decision-support-systems can automatically assess and monitor users’ data and exercise information using sensors. Then, machine learning algorithms can help with the quantitative analysis [19]. This helps to increase the effectiveness and efficiency of the decision-making process, which subsequently yields effective decisions.




4.3.2. Outcome 2: Trust in Human–AI Synergy in Decision-Making


Among the many key factors perceived by individuals in the above human–AI synergy background, some scholars mainly focused on the issue of perceived trust [28,45]. Trust in AI and automation differs from the trust between humans in that AI lacks consciousness [28,93,94]. In detail, Xu and Dudek [52] investigated the robot’s trustworthiness using an online trust inference model. Heerink et al. discussed the influence of trust in the elderly’s healthcare context on their willingness to use intelligent machines to make decisions [95]. Some scholars have discussed the influence of human trust in service robots on their intention to use under the background of service marketing [18,96]. Davenport proposed that the prerequisite for AI to be recognized in enterprises and society is complete information disclosure of AI technology and endorsement by external organizations or institutions [97]. Castelo et al. explored the impact of objectivity and other factors on users’ trust and usage of algorithms [53]. Seeber et al. proposed that in the context of the application of AI in teamwork, the research on trust can take into account different dimensions, such as trust in robot teammates, trust in suggestions automatically recommended by machines, and trust in machine algorithms [16]. Trust is not absolutely static, but a dynamic process. Through a longitudinal study, Jessup et al. evaluated the changes in human trust/distrust towards robot partners in human–AI synergy, and proposed changes in trust levels over time [54]. Yang et al. investigated the impact of example-based explanations on users’ trust over time [41]. It can be seen from the above research that trust in human–AI synergy has aroused wide attention in various application scenarios of AI and plays essential roles in the decision-making process.




4.3.3. Outcome 3: Transparency and Explainability between Human and AI Synergy


AI can participate in team collaboration as different roles (leader/participant) and improve the efficiency of team performance to some extent [15,92,98]. However, in the practice of human–AI team collaboration, the lack of explainability of AI algorithms or AI systems remains to be addressed, which is mainly caused by the “black box” of AI technology and algorithm. Adding transparency to AI can improve human trust and performance in a team [27]. Humans lack a sense of understanding, trust, or acceptance of AI and its generated content, which further hinders the application and promotion of AI in team cooperation. Specifically, the interpretability of AI systems means ensuring efficient and transparent interactions between AI and multiple stakeholders by providing information on how decisions and generated contents are made. Different objects and stakeholders, such as system developers, domain experts, and system end-users, also have different requirements for the interpretability of AI systems. To address the explainability problem during human–AI synergy, studies have investigated several aspects: (1) the clarification of what to explain (content) and when to explain (timing) that the AI should constitute and (2) the algorithms and systems designed to meet the explainable standards to make the decisions/recommendations explainable. By enhancing procedural transparency and explanability, AI-based systems can make decisions less controversial and help mitigate agency problems [92]. Explanations have also been identified to be able to address users’ bias during human–AI synergy [42].




4.3.4. Outcome 4: Cognitive Perspectives of Human–AI Synergy


Studies have put much emphasis on humans’ cognitive perception of human–AI synergy, recognizing its potential impact on the final decision-making process. For example, individuals’ perception after interacting with AI in different scenarios mainly includes the perceived interactive comfort [99]. A positive experience of interactive comfort fosters trust and confidence in AI’s abilities, promoting its integration into decision-making processes. Conversely, interactive discomfort may lead to hesitation and resistance towards AI adoption. In certain contexts, AI interactions may be perceived as entertaining or enjoyable. Such positive experiences can enhance users’ engagement with AI technologies, making them more willing to explore and utilize AI-driven decision-making tools [56,95]. Interactions with AI systems can also evoke feelings of social belonging, as AI technologies are designed to emulate human-like qualities [99]. Perceptions of AI’s adaptability and social presence contribute to the human–AI synergy experience [56]. Other studies also investigated humans’ cognitive perception from the perspective of relationship building [18,57], social presence [96,99], perceived usefulness, and ease of use of AI/robots/decisions [100]. In addition to the discussion of the above perceptions, scholars also focus on the behavioral outcomes and responses of humans, such as users’ emotional and physiological reactions to AI [58], intention to use AI, acceptance of AI-recommended decisions, actual use situations [56,59], and willingness to cooperate with robot colleagues in the future [101]. Despite the positive perception of AI, negative perceptions of the automation have also been discussed, such as individuals’ perceived interactive discomfort [53,55], over-trust or -reliance on AI [66], and humans’ resistance to unethical instructions from their AI supervisors [15].






5. Discussion


The findings of this review provide a holistic understanding of research on human–AI synergy in decision-making, and develop a systematic framework to guide future investigations. Drawing upon the affordance actualization theory [9], our syntheses yield three key themes: (1) the identification of AI affordances in decision-making, (2) human–AI synergy patterns regarding different decision tasks, and (3) the outcomes of human–AI synergy. The findings provide evidence for the usefulness of AI and its positive effects on human–AI synergy processes in decision-making, ultimately leading to improved outcomes of this synergy. Our synthesis also reveals promising opportunities for future research regarding each theme, which are outlined as follows.



Regarding theme 1, the identified AI affordances afford users the ability to complete decision-making tasks more efficiently. Ideally, AI can also enable users to complete new tasks that may be difficult to accomplish through purely human efforts. It should be noted that some of the identified affordances, such as automated information collecting and updating, are foundational and essential, while others, like predicting/forecasting and decision-making assistance, provide added value with complementary functionalities. It is essential to recognize that as AI technology advances, the functions and delivery of different AI affordances will undergo significant transformations. However, our current understanding of how the new functionalities can improve the delivery of AI affordances and decision-making efficacy is still limited. Accordingly, we propose the following areas and opportunities for future research. For one, there is a need to delve deeper into the delivery efficiency of the four AI affordances that we identified during the decision-making process. Understanding how AI functions are implemented and delivered to users can help optimize the integration of AI tools into decision-making workflows, ensuring that users can fully leverage AI’s potential to enhance efficiency and decision outcomes. Against this background, policy makers and scholars should decide on intervention tools in the implementation of AI systems in industry. Specifically, future research can consider the employment of the ALTAI tool and other similar tools in practice. For another, despite the usefulness and positive effects of AI technology adoption in decision-making, there are also some conditions under which AI adoption may yield negative consequences. For instance, overreliance on AI or biases embedded in AI algorithms may result in suboptimal decisions or ethical concerns [92]. Future research should, therefore, focus on investigating both the positive and negative effects of AI affordances in decision-making processes [56]. By understanding the potential drawbacks and challenges associated with AI adoption, decision-makers can proactively address these issues and effectively harness AI’s benefits more effectively.



Regarding theme 2, patterns of human–AI synergy were summarized regarding the uncertainty level of different decision tasks. Several challenges and future research opportunities have also emerged. Firstly, it is important to recognize that different decision tasks may be better-suited for specific types of synergy between humans and AI. Understanding these task-specific synergies can lead to more effective and efficient decision-making processes, while, from another point, different patterns of human–AI synergy may also affect the allocation of tasks between humans and AI, thus impacting the overall performance and outcomes of human–AI synergy in decision-making. Therefore, future research can focus on the dynamic and flexible development of human–AI team organization that can adapt to different decision tasks and uncertainty levels. Secondly, one of the primary goals of human–AI synergy is to leverage AI’s capabilities to overcome human limitations in decision-making. We have reviewed the characteristics and disadvantages of different synergy patterns, especially the human-centered pattern. To address these problems, future research should focus on exploring effective mechanisms for correcting and mitigating human cognitive biases and limitations. By understanding how AI can complement human decision-making processes, researchers can develop strategies to improve the efficiency and accuracy of decision-making with AI assistance.



Regarding theme 3, we concluded four types of human–AI synergy outcomes in general that may facilitate the ultimate goal of collaborative decision-making. For example, the explanations provided by the AI technology offers users new opportunities to generate explainable or transparent decisions, which are beneficial for successful decision-making. However, the role of these outcomes has been generally studied, without rigorous investigation into their effects on decision-making process. Accordingly, we argue that more rigorous investigation should be conducted to illustrate their mediating effects on the final accomplishment of decision tasks. For example, future research may conduct longitudinal research to investigate the dynamic mediating effects of the synergy outcomes and their specific role in improving the decision-making process. Moreover, as the outcomes of human–AI synergy are often interconnected and interdependent, future research should explore the interactions between these outcomes. Understanding how these outcomes work together and influence each other can offer valuable insights into optimizing the human–AI collaboration process and achieving optimal decision-making outcomes. In addition, there should be a feedback loop during the human–AI synergy process. As the affordance actualization theory suggests, there exists a feedback mechanism from actualized outcomes to the affordance potentials. Therefore, future research can include various feedback mechanisms and provide deeper understanding of the theoretical framework during human–AI synergy in the decision-making process. Understanding humans’ cognitive perception and behavioral responses to human–AI synergy is crucial for maximizing the potential of AI technologies in decision-making contexts.




6. Limitations and Conclusions


This review of human–AI synergy in decision-making has highlighted potential avenues for future research to gain a deeper understanding of this phenomenon through more comprehensive insights and perspectives. However, there are certain limitations that should be acknowledged and addressed in future research endeavors. Firstly, regarding the sample pool selection, the inclusion of studies in this review was constrained to those explicitly incorporating the specified search terms. While this approach helped manage the selected articles within a manageable size, it may have limited the diversity and breadth of the sample pool. To address this, future studies could aim to include as many relevant studies as possible, employing a more comprehensive search strategy to encompass a wider array of perspectives and findings. Secondly, it becomes increasingly crucial to pay attention to variations in human–AI synergy patterns and their impact on decision-making performance. Different fields and industries may experience unique challenges and opportunities when integrating AI into decision-making processes. Future reviews could prioritize examining explicit decision-making contexts and addressing research gaps in various domains, such as healthcare, finance, and marketing, among others. This targeted approach would provide specialized insights that cater to the specific needs and complexities of different fields, ultimately contributing to more-informed decision-making practices. Last but not least, due to the rapid development of AI technology, a similar literature review should be undertaken in 2 years’ time to take into account the frontier changes in the topic and assess issues around the pace of change in AI development in human–AI synergy. This will ensure that this review remains up-to-date and captures the latest advancements in this evolving field.
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Figure 1. Overarching framework of affordance actualization (adapted from Strong et al. [9]). 
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Figure 2. The review protocol. 
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Figure 3. High-level synthesis of research on human–AI synergy in decision-making. 
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Table 1. Profile of studies.
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	Author
	Decision Tasks
	Types of AI and AI Systems
	Organizational Outcomes





	[1]
	hiring and firing employees
	algorithm-enabled software system
	humans’ acceptance of machine participation



	[7]
	service encounter
	intelligent digital voice assistant
	users’ motivations to adopt AI



	[15]
	human resource management
	algorithm-based AI system
	human reaction to an AI supervisor



	[18]
	welcoming visitors and employees and offering directions to specific locations on a campus
	humanoid robots
	trust, intention to use, and enjoyment



	[19]
	clinical decision-making on Rehabilitation Assessment
	AI-based decision-support-system
	usefulness and attitudes toward the system



	[20]
	socially shared regulation (SSRL) in learning
	intelligent agent
	learning regulation improvement



	[26]
	Scout Exploration Game
	explainable artificial intelligence (XAI) system
	aligned understanding between humans and AI



	[27]
	reconnaissance missions to gather intelligence in a foreign town
	algorithm-based robots
	transparency, trust, mission success, and team performance



	[28]
	table-clearing task
	autonomous-system-based robot assistants
	human–robot team performance and trust evolution



	[29]
	real-time

human–robot cooking task
	algorithm-based XAI
	collaboration performance and user perception of the robot



	[30]
	make a cup of coffee or clean the bathroom
	a synthetic robot maid
	more explainable robot behavior, team performance



	[31]
	a human–robot team preparing meals in a kitchen
	autonomous-system-based robot assistants
	human–robot collaboration performance



	[32]
	turn this plate of food into a low-carb meal
	recommend system (XAI)
	team performance



	[33]
	nutrition-related

decision-making task
	recommend system (XAI)
	objective

performance, trust, preference,

mental demand, and understanding



	[34]
	deception-detection task
	machine learning models
	human performance and human agency



	[35]
	deception-detection task
	machine learning models
	human performance



	[36]
	multi-label image classification
	machine learning algorithms
	outcome prediction accuracy and confidence



	[37]
	three high-stakes classification tasks
	machine learning algorithm
	performance/compatibility

tradeoff



	[38]
	recruitment and

staffing, e-commerce, banking
	AI-based platform/assistant
	degree of fairness, transparent feedback, less-biased decisions



	[39]
	managerial decision-making such as hiring and firing employees
	algorithm-based AI system
	acceptance of the decisions



	[40]
	open medicine bottles
	autonomous-system-based robot
	human trust in the robot



	[41]
	naming and distinguishing species
	machine learning classifier
	end users’ appropriate trust



	[42]
	cooking-related tasks in a kitchen
	explainable artificial intelligence (XAI)
	mental model, task performance, and reliance on the system



	[43]
	visual estimation task, song forecasting task, romantic attraction forecasting task
	algorithm-based AI system
	algorithm appreciation (preference between algorithmic and human judgment)



	[44]
	water pipe failure prediction
	machine-learning (ML)-based decision-support-systems
	user confidence in decision-making



	[45]
	quality control in a drinking-glass-making factory
	automated decision-support-systems
	human trust, system performance, human perception and decisions



	[46]
	multi-UxV (unmanned vehicle) planning task
	intelligent agent
	performance, trust, and perceived usability



	[47]
	student admission
	algorithm-based AI system
	trust in algorithmic

decisions



	[48]
	collaborative game
	humanoid robot
	intention reading and trusting capabilities



	[49]
	automate the loan underwriting process
	explainable AI decision-support-system
	trade-off between prediction accuracy and explainability



	[50]
	control of unmanned vehicle
	machine-learning-based automated agents
	trust in automation, human–systems integration



	[51]
	diagnosis of pneumonia on chest radiographs
	deep-learning model architectures
	diagnosis performance



	[52]
	visual navigation
	autonomous robot
	human–robot trust and efficiency



	[53]
	26 tasks, including predicting stock market outcomes, predicting the weather, analyzing data, and giving directions
	algorithms
	trust in algorithms



	[54]
	computer game
	humanoid robot
	trust and distrust over time



	[55]
	restaurants and food services providing
	humanoid robot
	user discomfort, compensatory consumption



	[56]
	interact with preschool-aged children
	humanoid robot
	acceptance of (SAR) by preschool and primary school teachers



	[57]
	inspection task to sort laundered squares of cloth
	humanoid robot
	people’s Rapport Building and Hindering Behaviors



	[58]
	cognitive assessment
	humanoid robot
	cognitive performances and workload



	[59]
	interact on the academy enrolment process
	text chatbot
	individuals’ psychophysiological indices



	[60]
	line scenario-like platform
	machine-learning-based platform
	team performance



	[61]
	multiplayer games
	AI algorithms
	human perceptions and expectations of AI teammates



	[62]
	individual and collaborative learning
	AI-based tutoring systems
	control, trust, responsibility, efficiency, and accuracy



	[63]
	recidivism risk assessment
	algorithm-based AI system
	accuracy, reliance on AI, understanding of AI, decision fairness, willingness to take accountability



	[64]
	AI-assisted house-price prediction
	algorithm-based AI model
	people’s integration of the model outputs with information, prediction accuracy



	[65]
	symptom diagnose
	algorithm-based intelligent online symptom checkers
	diagnose transparency and explainability



	[66]
	clinical concept identification and classification
	natural language-processing-based clinical annotation system
	accuracy and efficiency
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