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Abstract

:

Smishing attacks, a sophisticated form of cybersecurity threats conducted via Short Message Service (SMS), have escalated in complexity with the widespread adoption of mobile devices, making it increasingly challenging for individuals to distinguish between legitimate and malicious messages. Traditional phishing detection methods, such as feature-based, rule-based, heuristic, and blacklist approaches, have struggled to keep pace with the rapidly evolving tactics employed by attackers. To enhance cybersecurity and address these challenges, this paper proposes a hybrid deep learning approach that combines Bidirectional Gated Recurrent Units (Bi-GRUs) and Convolutional Neural Networks (CNNs), referred to as CNN-Bi-GRU, for the accurate identification and classification of smishing attacks. The SMS Phishing Collection dataset was used, with a preparatory procedure involving the transformation of unstructured text data into numerical representations and the training of Word2Vec on preprocessed text. Experimental results demonstrate that the proposed CNN-Bi-GRU model outperforms existing approaches, achieving an overall highest accuracy of 99.82% in detecting SMS phishing messages. This study provides an empirical analysis of the effectiveness of hybrid deep learning techniques for SMS phishing detection, offering a more precise and efficient solution to enhance cybersecurity in mobile communications.
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1. Introduction


As mobile device usage proliferates, smishing attacks—phishing conducted via Short Message Service (SMS)—have become increasingly sophisticated, complicating individuals’ ability to distinguish between legitimate and malicious messages [1]. These attacks exploit social engineering techniques to deceive victims into revealing sensitive information or clicking harmful links, posing significant threats to personal and financial data [2]. The trust users place in SMS communications creates a critical vulnerability in mobile cybersecurity [3,4,5].



Phishing is a cybercrime technique where attackers impersonate legitimate entities to trick individuals into sharing sensitive information, such as passwords, credit card numbers, or personal details [6]. While phishing is most commonly executed through emails, it can also be conducted through other channels, including phone calls (vishing) and SMS (smishing). Smishing, specifically, involves using SMS text messages to impersonate reputable organizations, such as banks, government agencies, or service providers, to prompt recipients into taking immediate action, like clicking a link or calling a phone number [7]. The messages often convey a sense of urgency, exploiting the immediate and personal nature of SMS to make it harder for users to recognize the scam.



As a subset of phishing, smishing poses unique dangers due to the popularity and trust associated with mobile phones [8]. SMS phishing attacks are often more effective than traditional email phishing because users generally trust text messages more readily [9]. Additionally, attackers leverage social engineering techniques, such as urgency and emotional appeals, to manipulate recipients, increasing the likelihood of a successful attack [10].



Traditional cybersecurity methods for detecting phishing, such as feature-based, rule-based, and heuristic approaches, have struggled to adapt to the rapidly evolving tactics employed by cybercriminals [11]. These conventional techniques often fail to identify novel or subtly altered phishing attempts, leaving users vulnerable to exploitation. The rising frequency and sophistication of smishing attacks highlight the urgent need for advanced detection methods that can respond to emerging threats [12]. According to a 2022 report by Verizon Business, human errors, including phishing and compromised credentials, account for 82% of data breaches [13], while the FBI’s Internet Crime Complaint Center reports that phishing was the most prevalent cybersecurity threat in the United States last year, impacting over 323,000 victims [14]. Alarmingly, only 20% of organizations provide their employees with annual phishing awareness training, exposing a significant gap in cybersecurity preparedness [15]. This landscape underscores the critical need for enhanced detection mechanisms to combat smishing attacks, which can deceptively mimic legitimate messages, complicating detection using traditional methods.



To address these cybersecurity challenges, this study proposes a hybrid deep learning model that combines Bidirectional Gated Recurrent Units (Bi-GRUs) [16] and Convolutional Neural Networks (CNNs) [17], referred to as CNN-Bi-GRU [18]. By leveraging the strengths of both architectures, the model aims to enhance the accuracy of smishing detection, outperforming existing solutions in identifying phishing messages. The SMS Phishing Collection dataset [19] is employed, with unstructured text data converted into numerical representations through preprocessing with Word2Vec [20]. The hybrid model is fine-tuned, achieving an impressive accuracy of 99.82% in detecting smishing messages, thereby demonstrating the potential of deep learning techniques in fortifying cybersecurity defenses.



This study contributes to ongoing efforts to improve cybersecurity and protect users from the growing threat of smishing. By offering a precise and efficient solution for detecting SMS phishing, this research aims to enhance the cybersecurity of smartphone users globally, ultimately reducing the risks associated with these deceptive cyber threats.



The main contributions of this study are as follows:




	
We utilized three distinct SMS datasets, training models individually before merging them into a combined dataset. This approach enhances model generalization and adaptability, as demonstrated by comparative performance analyses through all datasets, providing insights into the models’ effectiveness on varied data sources.



	
We investigated the impact of different training parameters on the model’s performance and employed the Explainable AI (XAI) method LIME to interpret model decisions, adding transparency to the detection process.









2. Review of Existing Studies


SMS phishing attacks, or smishing, have increased in prevalence due to the increasing use of mobile devices for online communication and commerce. Over the years, several studies and models have been developed to detect and prevent smishing attacks using machine learning algorithms. In 2017, Joo et al. [21] used statistical learning to detect smishing attacks. Moving on to 2020, Mishra and Soni [10] utilized a prototype containing an APK download detector, URL filter, code analyzer, and content analyzer to evaluate SMS and URL behavior for smishing detection.



Recent advancements in SMS phishing detection have employed a variety of methodologies. Gunikhan Sonowal [22] utilized four algorithms and machine learning classifiers to rank 52 SMS properties, while Roy et al. [23] developed a system for classifying SMS spam using deep learning techniques. Ghourabi et al. [24] introduced a CNN-LSTM hybrid model for Arabic and English SMS messaging. Jain [25] proposed a zero-day smishing detection approach, emphasizing feature prioritization. This year, Xia and Chen [26] developed a discrete hidden Markov model leveraging word order data to address low-term frequency challenges in SMS spam detection. In 2021, Mishra and Soni [27] achieved a 5-CV accuracy of 97.93%, while Liu et al. [28] compared a modified spam Transformer to nine traditional methods for SMS spam recognition. Finally, Mishra and Soni [29] identified smishing SMS attacks, and Mambina et al. [30] proposed a mixed machine learning approach for Swahili smishing detection. Table 1 presents summary of related works.



Using machine learning methods to detect smishing attacks is a viable strategy for limiting the associated dangers. Current machine learning algorithms mainly rely on feature engineering, which may be time-consuming and not always able to keep up with their dynamic nature. Numerous studies analyzed in this investigation demonstrate that machine learning and deep learning algorithms accurately identify smishing messages. Further study is required to develop algorithms to detect increasingly sophisticated attacks. An analysis has been conducted on the limitations and prospective advancements of various spam and smishing detection systems. Some constraints include language dependence, insufficient detection accuracy, and short training sets. We must determine how deep learning algorithms can identify SMS phishing attempts to defend against these complicated and potentially catastrophic attacks. We analyze a public dataset [32] of SMS phishing attacks utilized in evaluating the proposed deep learning method with adequate accuracy due to meticulous preprocessing procedures and changing hyperparameters with cross-validations for successful models and future research into identifying SMS phishing attacks. Formal training, testing, and validation sets are created from the data set. In the following section, we discuss the methodology employed in this work to accomplish the intended experiments.




3. Study Design and Implementation


Developing an SMS phishing detection system requires consideration of several factors. It is essential to load and configure the training data initially. The text data must be preprocessed to ensure training accuracy by removing whitespace, punctuation, and stop words. A Word2Vec model can organize and clean the data before generating an embedding matrix for the network.



3.1. Datasets


The first step in building a robust classification model for SMS phishing (smishing) attack detection involves gathering a comprehensive dataset. For this study, we utilized three key datasets to ensure model accuracy through different SMS phishing detection scenarios.



	
SMS Phishing Collection: The primary dataset used in this study is the SMS Phishing Collection, curated by Almeida et al. [19], which is publicly available on Kaggle [32]. This dataset contains a total of 5571 SMS messages, comprising 4824 legitimate (ham) messages and 747 phishing (smishing) attempts (see Table 2).



	
Phishing_detection dataset: For further testing, we used a second dataset with a total of 13,320 samples, which includes 7981 spam and 5339 legitimate (ham) messages (https://huggingface.co/datasets/Ad10sKun/phishing_detection, accessed on 12 September 2024). This dataset broadens the coverage of potential spam scenarios and aids in evaluating the model’s performance on both spam and legitimate messages.



	
Phishing-dataset Dataset: Lastly, we leveraged a third dataset (https://huggingface.co/datasets/ealvaradob/phishing-dataset, accessed on 12 September 2024) consisting of 5971 SMS messages that were originally categorized as ham, smishing, and spam [10,33]. To align with the binary classification objective of this study, we restructured this dataset into two categories: legitimate (ham) messages totaling 4844 and smishing messages totaling 1127.



	
Combined Dataset: We created a fourth combined dataset by merging the SMS Phishing Collection, the Phishing_detection Dataset, and the Phishing-dataset. This new dataset aggregates all samples to enhance the robustness of our analysis, leading to a total of 24,862 samples, including 15,007 legitimate (ham) messages and 9855 phishing (smishing) attempts.






Using these three datasets allows us to thoroughly evaluate our hybrid deep learning model’s effectiveness in detecting smishing attacks and distinguishing them from other SMS types.




3.2. Data Preprocessing


Before entering raw SMS message data into the deep learning model, preprocessing is necessary. The input text must be sanitized by removing unnecessary information, such as stop words, punctuation, and special characters [34]. The widely used Word2Vec method converts text into numerical vectors by representing each word in a multi-dimensional vector space, where each word can influence the context of other words in the text. This enables the deep learning model to parse text input, recognize patterns in numerical vectors, and make accurate predictions.



3.2.1. Text Cleanup


Deep learning algorithms require SMS preprocessing, which is essential [35]. During this process, filler words such as ‘the’, ‘and’, ‘or’, and ‘a’, which do not significantly contribute to the text’s meaning, are removed. This enhances the model’s efficiency by cleaning the data. Consistency is also improved by converting all text to lowercase. Depending on the specific purpose and dataset, additional techniques may be applied, such as stemming, lemmatization, and handling rare or misspelled words. Text preprocessing aims to standardize and cleanse raw text input, enabling deep learning algorithms to make accurate predictions.




3.2.2. Process of Tokenization


Tokenization breaks down a written document into smaller parts, typically single words or phrases [36,37,38]. In SMS text processing, tokenization refers to the practice of segmenting raw text data into individual words or tokens. Since machine learning models require numerical input, tokenization is a crucial step in text processing. The Python Natural Language Toolkit (NLTK) package supports text data tokenization. By using the tokenize() function, input text is split into individual words, resulting in a list of these words. Various tokenization approaches and criteria can be customized to fit a specific purpose or dataset. Text data can be naturally divided into tokens based on whitespace, punctuation, and individual letters. Using regular expressions and other techniques, custom tokenization rules can also be created to meet unique requirements.




3.2.3. Padding


After SMS messages have been tokenized, the resulting sequences need to be padded to a uniform length, as machine learning algorithms require inputs of the same size [39]. Therefore, all inputs must contain the same number of features. This process, known as padding, typically involves adding zeros at the beginning or end of sequences. For example, consider two tokenized phrases: ‘I prefer tea’ and ‘I hate tea and coffee’. The first sentence contains three tokens, while the second has five. To make their lengths equal, we can pad the first sentence with two zeros at the end, resulting in ‘I prefer tea 0 0’, and add a single zero at the beginning of the second sentence to make it ‘0 I hate tea and coffee’.




3.2.4. Word Embedding


Semantic research utilizes word embeddings, also known as vector representations, to represent words in a meaningful way. Word2Vec is commonly used to generate these word embeddings by predicting word contexts within a corpus. For example, given words like ‘prefer’, ‘tea’, and ‘and’, the Word2Vec algorithm might predict the phrase ‘I prefer tea and coffee’, based on these context terms.




3.2.5. Embedding Matrix


The learned word embeddings are fed into the neural network, which produces an embedding matrix [40]. The structure of the embedding matrix is based on the vocabulary size (total unique words in the dataset) and the embedding size. This matrix has dimensions of (vocab size, embedding size), with each row representing a word from the dataset. Each cell in the matrix contains numerical values that represent the word embeddings. The embedding matrix can be used to initialize the weights of the neural network’s embedding layer. For example, if our vocabulary contains 4203 terms and the embedding size in our Word2Vec model is 100, the embedding matrix dimensions would be 4203 by 100, or (4203, 100).





3.3. Proposed Model Architecture


After preprocessing the SMS dataset and constructing an embedding matrix, a CNN-Bi-GRU hybrid model is trained to recognize SMS phishing. This proposed model comprises three main components: an embedding layer, a CNN layer, and a Bi-GRU layer. The embedding layer extracts syntactic and semantic information from the text and converts it into a fixed-length vector representation. The CNN layer applies multiple convolutional filters to the word embeddings, generating feature maps through convolutions and nonlinear activation functions. These feature maps are then integrated, normalized, and passed to the Bi-GRU layer, with max pooling preserving distinctive features while reducing spatial dimensions. The Bi-GRU layer combines outputs from both GRU units, which are then passed through a dense (fully connected) layer that applies a nonlinear activation function to produce the final output. This collaborative layering enables meaningful representations from text data, capturing pertinent information for phishing detection. The methodology followed in this study is illustrated in Figure 1.



For model compilation, the log loss function and the Adam optimizer are used, and a randomized search method is employed to fine-tune hyperparameters such as epochs, batch size, dropout rate, and CNN layer filters. The model’s performance is evaluated on a distinct test set, while a validation set helps identify optimal hyperparameters, assessing metrics like precision, recall, accuracy, and F1-score. Built with the Keras Sequential API, the architecture includes a 1D convolutional layer with 32 filters (kernel size of 3), an embedding layer, a max pooling layer, a dense output layer with a sigmoid activation function, and a bidirectional GRU layer with 64 units. Once the Word2Vec embeddings are generated, the model is trained iteratively on the available data, splitting them into training and validation sets. The model is trained in batches of size 128 for 50 epochs with binary cross-entropy loss and the Adam optimizer, iteratively achieving the desired accuracy level through the validation data.





4. Experimental Outcomes and Analysis


In this section, we present a thorough empirical investigation carried out in this work for detecting SMS phishing attacks.



4.1. Setup


In this study, we utilized a Tesla T4 GPU, paired with an Intel® Xeon® CPU operating at 2.00 GHz, to implement our proposed approaches for smishing attack detection (see Table 3). The Tesla T4 is a powerful GPU specifically designed for machine learning and deep learning tasks, featuring NVIDIA’s Tensor Cores, which significantly accelerate training and inference operations. This hardware setup allows for the efficient processing of large datasets and complex models, which is critical in the context of cybersecurity where timely and accurate detection of smishing attacks is paramount. The total memory capacity of 13,290,460 kB (approximately 13 GB) facilitates the handling of substantial datasets and complex feature sets. This memory capacity supports the training of deep learning models without the risk of memory overflow, thus enabling more extensive experiments and model configurations. The effective utilization of the NVIDIA-SMI 535.104.05 driver ensures optimized performance and stability during model training and evaluation phases.




4.2. Dataset Splitting


To ensure the efficacy and precision of a machine learning model for SMS phishing detection, dividing the dataset into training, validation, and testing groups is essential. Often, a split ratio of 75%:10%:15% is employed for this purpose. Stop words must be deleted during preprocessing for the machine learning model to learn from text data more effectively. When the dataset has been preprocessed, it can be divided randomly into three groups. Ensuring each collection has a representative mix of legitimate and smishing messages is essential, although the division can be arbitrary. The validation set is regularly used during learning to assess the model’s accuracy, ensure its development, and prevent overfitting [41], while the training set is utilized to teach the framework about its functionality. Using unlabeled data, the testing set assesses the model’s performance and determines its quality. They can be trained, validated, and tested using this method to properly recognize SMS phishing messages, safeguarding individuals and companies from cyberattacks. Because they can learn features from raw data, deep learning models are more successful than conventional machine learning techniques for recognizing SMS phishing communications. Statistics of the Smishing Collection Dataset [19,32] are given below in Table 4.




4.3. Model Evaluation Results


Models include decision tree, random forest, KNN, SVM, Ada-Boost, LSTM, Bi-LSTM, GRU, CNN-LSTM, CNN-Bi-GRU, CNN-GRU, and CNN-Bi-LSTM for an experiment. The CNN-Bi-GRU model performed well, with an F1 score of 98.56 and an accuracy of 98.54. Precision scores of 0.9939 and recall scores of 0.9775 were above average compared to the other models investigated. Initial deep learning model hyperparameters were as follows: dropout rate 0.2, filters 32, units 64, and recurrent rate 0.2 for deep experimented deep learning models. On the output, the sigmoid activation is used, whereas the ReLU activation is used on the input. Each model was applied to join batch 128, epoch 50. The CNN-Bi-GRU model was highly influential in identifying SMS phishing attempts. In addition, we achieved satisfactory results through all performance metrics [42]. The evaluation findings for the SMS phishing detection dataset 1 are summarized in Table 5.



On the other hand, the performance analysis of various algorithms through Datasets 2, 3, and 4 demonstrates that deep learning models consistently outperformed traditional machine learning algorithms in detecting SMS phishing, especially hybrid models. For Dataset 2, CNN-BiGRU achieved the highest accuracy at 97.22% (see Table 6), while Dataset 3 saw the same model lead again with 98.17% accuracy (see Table 7). Notably, Dataset 4, a combined dataset comprising Dataset 1, Dataset 2, and Dataset 3, reinforced CNN-BiGRU’s effectiveness, reaching an accuracy of 98.21% with high precision, recall, and F1 scores, showcasing its adaptability to various diverse datasets (see Table 8). Overall, CNN-BiGRU consistently delivered the most robust results, demonstrating superior generalizability and high AUC-ROC scores. These findings highlight the value of hybrid deep learning approaches, particularly CNN-BiGRU, for versatile and accurate smishing detection through various data contexts.




4.4. Proposed Model Hyperparameters Tuning


The best values of hyperparameters were used in implementing the system and utilizing hyperparameters of the CNN-Bi-GRU model. The model’s performance was carefully calibrated by setting these parameters, and after extensive testing, the optimal values were found. The filter parameter was initialized to 32 and selected from 32, 64, and 128, with 32 representing the best value. The dropout rate was established at 0.2, with 0.3 and 0.4 also considered.



The model was trained through fifty epochs, with possibilities of between fifty and one hundred epochs considered. The Adam optimizer was chosen above the similarly evaluated RMSProp optimizer. The kernel size was initially set to 3, with 5 also being considered; nevertheless, 3 produced superior results. The units parameter was set to 64 from the available 16, 32, 64, and 128. Other viable values of 0.3 and 0.5 were investigated, along with the recurrent dropout value of 0.2. In addition to tanh and sigmoid, the Relu function was utilized for input activation. Sigmoid was selected as the output activation, while Relu and Tanh were also evaluated. Ultimately, a pool size of 2 was used, but 3 was also considered. We are confident that these hyperparameters create the ideal proposed model configuration due to considerable experimentation. A graph illustrating the accuracy of the model for the parameters is shown in Figure 2.




4.5. Cross-Validation


To address overfitting prevention, we implemented regularization techniques through our models. Dropout layers were added to recurrent layers (LSTM, GRU, and Bidirectional variants) with a 0.2 dropout rate and recurrent dropout. For convolutional models, dropout layers were combined with max-pooling to further mitigate overfitting. Additionally, kernel regularization with l2 (0.01) was applied to the convolutional and recurrent layers, limiting model complexity for better generalization. We also used cross-validation with varied parameter settings to fine-tune performance and validate the model through four datasets.



Table 9 compares the efficacy of three unique cross-validation processes (three-, five-, and ten-fold) on various machine learning algorithms and deep learning models. Model quality is evaluated by predicting a classification problem’s outcome. Models include decision trees, random forests, KNN, SVM, Ada-Boost, CNN-Bi-GRU, GRU, CNN-GRU, CNN-LSTM, LSTM, CNN-Bi-LSTM, and Bi-LSTM. Traditional machine learning (ML) approaches are less accurate than deep learning models, with the CNN-Bi-GRU model doing the best through all three cross-validation strategies. With batch sizes of 128 in 3-, 5-, and 10-fold cross-validation processes, respectively, the accuracy was 0.9837, 0.9890, and 0.9974. Overall, the results illustrate how beneficial deep learning models can be for tackling classification problems and how vital it is to use cross-validation to assess model performance.



It appears that the CNN-Bi-GRU model can identify SMS phishing attempts. In actuality, the CNN-Bi-GRU approach operates admirably. The findings have implications for weak companies. Deep learning models can increase SMS phishing security.



In Table 10, we summarize the performance of our proposed model and show the adequate accuracy on the best value from hyperparameter tuning and batch size 32. The same epoch and 10-fold cross-validation were applied to obtain an optimal result. In our study, various parameters significantly influenced the model’s performance in smishing detection:




	
Units: Increasing the units in layers enhances the model’s capacity to learn complex patterns. For instance, transitioning from 16 to 64 units improved both accuracy and F1 scores, indicating better feature extraction.



	
Batch Size: Smaller batch sizes (e.g., 32) stabilize gradient updates, resulting in improved convergence. This is reflected in the slight gains in F1 scores, suggesting enhanced balance between precision and recall.



	
Kernel and Pool Size: A kernel size of 3 and pooling size of 2 efficiently reduce feature map dimensionality while retaining critical data features, contributing to high performance.



	
Activation Functions: Using ReLU for hidden layers facilitates modeling nonlinear relationships, while Sigmoid in the output layer aids in binary classification, directly impacting the accuracy of predictions.



	
Epochs: Training for 50 epochs strikes a balance between learning and overfitting. Coupled with dropout layers (rate of 0.2), it promotes generalization on unseen data.



	
Filters: The selection of 32 filters captures diverse features from the text efficiently. This ensures computational efficiency without compromising accuracy.









4.6. Comparison of Performance with Alternative Datasets


In analyzing the consolidated performance of various models through four datasets, distinct patterns emerge that offer insights into model suitability for different contexts. Neural-network-based models, particularly CNN-BiGRU and GRU-based architectures, consistently exhibit high accuracy and F1 scores through all datasets. For example, CNN-BiGRU achieves a notably high accuracy of 98.54% on Dataset 1 and 98.21% on Dataset 4, demonstrating adaptability through varied data distributions (see Table 11). This suggests that CNN-BiGRU, with its hybrid deep learning architecture, is well suited for capturing complex patterns and dependencies in diverse datasets, outperforming simpler models such as Decision Trees and SVM, which show significantly lower performance, particularly on Dataset 2.



Traditional machine learning algorithms like Decision Trees, Random Forests, and SVM show a clear performance drop, especially on Dataset 2, where Decision Tree accuracy falls to 84.82% and SVM accuracy is the lowest through all models, at 67.69%. This disparity highlights the limitations of these algorithms in handling certain datasets, possibly due to the lack of feature extraction capabilities present in deep learning models. Random Forest and K-Nearest Neighbors, while outperforming SVM, still struggle on Dataset 2, suggesting that they may be better suited for datasets with simpler structures or when interpretability is prioritized over accuracy. This performance contrast presents the effectiveness of deep learning approaches, especially hybrid models like CNN-BiGRU, in delivering consistently high results through varied dataset characteristics. These findings point to the importance of model selection based on dataset complexity and the trade-offs between interpretability and predictive power.



The three datasets used—Dataset 1, Dataset 2, and Dataset 3—were sourced from various environments with distinct vocabulary, linguistic patterns, and demographic influences. Dataset 1 contains open-source SMS data with common linguistic patterns, while Dataset 2, sourced from Hugging Face, features a broader array of spam scenarios, enhancing the coverage of varied phishing techniques. Dataset 3 initially included three categories (ham, smishing, and spam), but we reorganized it into binary classes (“ham” and “smishing”) for consistency. Each dataset also exhibits a unique balance of legitimate (ham) to phishing (smishing) messages: for example, Dataset 2 contains a higher proportion of spam, while Dataset 3 originally encompassed both spam and smishing content. By training on these varied distributions, we assessed our model’s ability to maintain performance through different class ratios, offering insights into how effectively it can detect phishing attempts irrespective of class imbalances.



To further enhance generalizability, we created a fourth combined dataset by merging all three primary datasets. This aggregated dataset provides a greater diversity in message characteristics, improving model robustness by exposing it to a wider variety of phishing and legitimate messages. Performance gains observed on this combined dataset highlight the benefit of training on a comprehensive dataset, allowing the model to better capture a full range of phishing patterns, enhancing its applicability in various messaging environments.



As shown in Table 11, model performance varies through individual datasets, reflecting their unique compositions. Models generally performed best on Dataset 1, which has a relatively straightforward structure, whereas Dataset 2, with more varied spam scenarios, presented greater challenges and led to moderate accuracy. Dataset 3 performed comparably to Dataset 1, while Dataset 4 demonstrated the highest overall accuracy and F1 scores. These findings underscore the importance of a consolidated dataset that encompasses varied message types for developing models capable of generalizing effectively through unseen data sources.




4.7. Exploring the Explainable AI Method


In the context of machine learning models, interpretability is crucial, particularly in applications such as cybersecurity, where understanding model predictions can provide insights into underlying threats. To address this need, we employed the Local Interpretable Model-agnostic Explanation (LIME) to elucidate the decision-making process of our hybrid deep learning model used for smishing attack detection.



The LIME is an interpretability framework that offers insight into individual predictions by approximating the complex model with a simpler, interpretable model in the vicinity of a specific prediction. By perturbing the input data and observing the changes in the output, LIME generates local approximations that highlight which features contribute significantly to the final prediction. This process enhances the transparency of our model and facilitates a deeper understanding of how specific textual features influence smishing detection.



Mathematical Foundation:



Given a trained model   f :  R n  → R   that maps input features   x ∈  R n    to a predicted outcome, the LIME operates as follows:



1. Local Neighborhood Creation: For a given instance   x 0   for which we wish to obtain an explanation, the LIME generates a dataset of perturbed samples    {  (  x i  , f  (  x i  )  )  }   i = 1  m  . These perturbed samples   x i   are created by randomly modifying the original instance   x 0   in a controlled manner. The perturbation function is often defined as


    x ˜  i  ∼ Perturb  (  x 0  )   











The goal is to create a set of samples around   x 0   that retains its local context.



2. Weighted Sampling: The LIME assigns a weight   w i   to each perturbed sample based on its proximity to   x 0  . This weighting can be formulated using a kernel function   K (  x 0  ,  x i  )  , typically chosen as an exponential decay function:


   w i  = K  (  x 0  ,  x i  )  = exp  −    d   (  x 0  ,  x i  )  2    σ 2      








where   d (  x 0  ,  x i  )   is a distance metric (often Euclidean) between the original instance and the perturbed sample and  σ  is a bandwidth parameter controlling the size of the neighborhood.



3. Fitting an Interpretable Model: With the perturbed samples and their corresponding predictions   f (  x i  )   and weights   w i  , the LIME fits a simple, interpretable model   g :  R n  → R   (commonly a linear model) that minimizes the following objective function:


   g ^  = arg  min g   ∑  i = 1  m   w i    ( g  (  x i  )  − f  (  x i  )  )  2  + λ Ω  ( g )   








where   Ω ( g )   is a complexity penalty term that discourages overfitting and  λ  is a regularization parameter.



4. Interpretation of the Explanation: The resulting interpretable model g provides coefficients that indicate the contribution of each feature to the prediction made by the complex model f for the instance   x 0  . This is typically represented as


  g  ( x )  =  ∑  j = 1  n   θ j   x j   








where   θ j   represents the importance of feature j. The sign and magnitude of these coefficients allow us to infer which features are driving the model’s prediction, thus providing an explanation that is both human-readable and mathematically grounded.



In our implementation, we first trained the proposed model on a dataset of SMS messages, where each message is labeled as either benign or a potential smishing attempt. After training, we selected specific instances of interest from the test set to apply LIME. By using LIME, we generated explanations for these instances, which involved analyzing the impact of individual features (e.g., specific words or phrases) on the model’s predictions.



The LIME results revealed which textual features were most influential in classifying messages as smishing (see Table 12 and Figure 3). For instance, words commonly associated with phishing attempts, such as ‘urgent’, ‘free’, or ‘click here’, emerged as significant indicators.



Figure 4 presented here offers a LIME analysis for a sample text classified by a model developed for detecting smishing attacks. The sample text provided is a typical example of a smishing message, using sms like ‘Try CHIT-CHAT on your mobile now!’ and including details that create urgency or curiosity, which are common tactics in smishing attempts.



The words ‘mobile’ and ‘16’ are highlighted as the most influential in classifying this message as smishing, with positive contributions to the ‘smish’ prediction. The LIME provides an interpretability layer by identifying these specific words as critical features that influenced the model’s decision. Words like ‘mobile’ likely contributed due to their association with mobile device-targeted scams, and ‘16’ might be linked to age-related or verification prompts often seen in phishing attempts.



The LIME feature importance table lists the top words influencing the prediction, where ‘16’ and ‘mobile’ have the highest positive weights. This indicates that the model detects such keywords as strong indicators of a smishing attack. Negative weights for words like ‘W1A’ or ‘PO’ suggest these terms do not contribute positively to the smishing classification, possibly due to their lower correlation with typical smishing language or patterns.



The plot shows the prediction probabilities, where the model assigns a high probability of ‘smish’ (1.00), correctly identifying the message as smishing. This suggests that the model is effective in recognizing this type of attack, with minimal confusion between ‘ham’ and ‘smish’.



Similarly, the model has a very high confidence in classifying this message as ‘ham’, with a probability of 1.00 and a ‘smish’, with a probability of 0.00. This result reflects the model’s ability to correctly identify non-threatening or casual messages as non-smishing.



The words in the sentence (see Figure 5), such as ‘What’, ‘Today’, ‘Sunday’, ‘holiday’, and ‘no work’, have no significant feature importance values contributing to the classification as ‘ham’ or ‘smish’. This absence of influential terms indicates that these words do not match any typical smishing patterns or keywords that the model has learned to associate with smishing attacks.



By showing no significant word contributions for either classification, the LIME explanation reinforces the model’s reliability. The model correctly identifies this message as ‘ham’ without falsely attributing any suspicious characteristics to neutral words. In the context of the study, this example demonstrates how the model is not only effective in identifying smishing attacks but also resilient in not over-flagging benign messages, which is crucial for reducing false positives in real-world applications.




4.8. Computational Efficiency and Resource Requirements


This section provides a comprehensive overview of the computational efficiency and resource demands of various models, crucial for evaluating their feasibility in resource-constrained settings like smishing detection. Table 13 reveals that training times vary widely, with bidirectional models like BiLSTM and CNN-BiLSTM requiring significantly longer times per epoch due to their ability to capture both past and future context. In contrast, models like GRU and CNN-BiGRU demonstrate lower training times, suggesting they may be more computationally efficient while still providing sufficient contextual understanding for the task. Testing times, however, are consistently short through all models, ranging from 1 to 2 s, making each option feasible for real-time applications where quick responses are critical.



Table 14 shows similar memory requirements through models, all around 3 MB, indicating that they are practical for deployment even on devices with limited storage. Models like CNN-BiGRU and CNN-GRU strike a favorable balance with lower parameter counts and smaller memory footprints, making them optimal choices for efficient yet powerful smishing detection in edge environments.




4.9. Comparison with Prior Studies


The effectiveness of five different SMS spam detection techniques was examined in this comparison research. DSmishSMS, Hybrid, SMS Spam Filter, Smishing Detector, and Spam Transformer are the approaches in Table 15. Our investigation also included a proposed method. DSmishSMS employed a machine learning strategy along with the T.A. Almeida Collected Dataset and the Pinterest.com text SMS dataset. Using the Random Forest classification technique, 97.93% accuracy was attained. Hybrid utilized deep learning and the T.A. Almeida dataset. It used the CNN-LSTM classification technique and attained 98.37% accuracy. SMS Spam Filter incorporated a deep learning strategy using the UCI Benchmark dataset. It also employed the CNN-LSTM classification technique and obtained 99.44% accuracy. Smishing Detector utilized machine learning and the SMS Spam Collection dataset from UCI. It used the Naive Bayes classification technique and attained 96.12% accuracy. Spam Transformer used a deep learning strategy and two datasets, SMS Spam Collection and UkMI’s Twitter. Throughout the analysis, a 98.92% accuracy score was reported. The proposed method incorporated a deep learning strategy and the T.A. Almeida dataset. It utilized the CNN-Bi-GRU classification algorithm and attained an accuracy of 99.82%.



In comparing the detection performance through deep learning models, our study demonstrates significant advantages in accuracy and dataset diversity by incorporating four distinct SMS datasets. In contrast to Baardsen et al. [31], who utilized email datasets—one containing URLs (Phishing emails and Nazario Phishing Corpus) and another without URLs (Enron dataset)—our best-performing model, CNN-BiGRU, achieved an impressive accuracy of 99.82%, surpassing Baardsen et al.’s highest results of 97.9% for URL data and 96.8% for non-URL data with models like BiLSTM, BiGRU, and CNN. Other high-performing models in our study, such as CNN-GRU (96.93%), CNN-BiLSTM (97.31%), and CNN-LSTM (99.44%), also showcased consistently high accuracy through multiple datasets.



Overall, our analysis demonstrates that the proposed method employing a deep learning approach and the CNN-Bi-GRU classification algorithm is the most successful way to detect SMS phishing, with an accuracy rating of 99.82%. With an accuracy score of 99.44%, the SMS Spam Filter based on deep learning and the CNN-LSTM classification algorithm also demonstrated strong performance.





5. Conclusions and Future Work


This study explored the application of hybrid deep learning models, specifically the CNN-Bi-GRU architecture, for detecting SMS phishing attacks. The proposed model demonstrated superior performance in terms of accuracy, precision, recall, and F1-score, significantly outperforming traditional classifiers such as KNN, decision tree, random forest, SVM, AdaBoost, LSTM, and GRU. With an accuracy of 99.82% and a high F1-score of 98.56%, the CNN-Bi-GRU model proved to be an effective tool for enhancing cybersecurity in the context of SMS phishing detection.



The results present the potential of deep learning models in fortifying SMS phishing security protocols, offering a robust solution for accurately identifying and classifying phishing attempts. By leveraging the strengths of both CNNs and Bi-GRUs, the model efficiently captured and processed the complex patterns within the SMS Phishing Collection dataset, making it a valuable asset in the fight against cybercrime.



In future work, the focus will be on expanding the dataset to enhance the model’s performances and exploring alternative deep learning architectures, such as attention mechanisms and transformers, to further improve detection accuracy. Additionally, efforts will be made to optimize the model for real-time SMS phishing detection on mobile devices, ensuring both efficiency and speed. Addressing more complex and sophisticated phishing attacks will also be a priority, as well as exploring cross-domain learning to create a unified detection framework through different phishing methods. Finally, integrating these insights into user education and awareness initiatives could further reduce the effectiveness of SMS phishing attacks, contributing to a more secure digital environment.
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Figure 1. Proposed system architecture. 
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Figure 2. A graph illustrating the proposed model’s performance across different parameter sets on Dataset 1. 
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Figure 3. Pictorial representations of the top ten important features on dataset 3. 
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Figure 4. LIME analysis for a sample text classified by a proposed model-1. 
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Figure 5. LIME analysis for a sample text classified by a proposed model-2. 






Figure 5. LIME analysis for a sample text classified by a proposed model-2.



[image: Systems 12 00490 g005]







 





Table 1. Summary of the related works regarding SMS phishing detection.
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	Authors
	Period
	Method
	Accuracy
	Observations





	Joo et al. [21]
	2017
	Statistical

learning method
	-
	No deep

learning models



	Roy et al. [23]
	2020
	CNN-LSTM
	99.44% 
	English texts only



	Ghourabi

et al. [24]
	2020
	CNN-LSTM
	98.37%
	No URL or

file analysis.



	Mishra

and Soni [10]
	2020
	Structured

 content analysis
	96.12%
	Few effective

options to

prevent threats,

and APK

malware

detection

is difficult.



	Gunikhan

Sonowal [22]
	2020
	Pearson, Spearman,

Kendall, and

Point-biserial correlations.
	98.40%
	Extensive analysis

for feature

selection



	Ankit Kumar

Jain [25]
	2020
	Classifier implementation

and Information gain values
	96%.
	English texts only.

No URL analysis.

Minimal dataset size.



	Xia and

Chen [26]
	2020
	Discrete hidden

Markov model
	98.5% 
	No word labeling.

No HMM

versions were tested.



	Mishra and

Soni [27]
	2021
	Backpropagation

Algorithm
	97.93%
	A signature is

difficult to generate.



	Liu et al. [28]
	2021
	Modified model based

on the vanilla Transformer
	98.92%
	Minimal dataset size.



	Mishra and

Soni [29]
	2022
	SMS service with custom rules.
	97.40%
	No deep learning

SMS Phishing

detection

models.



	Mambina

et al. [30]
	2022
	TFIDF and feature

selection in extra

tree classifiers
	99.86%
	No DL models.



	Baardsen

et al. [31]
	2022
	BERT Embedding
	97.9%
	Used Email Dataset.










 





Table 2. Distribution of Ham and Smishing Samples Across Datasets.
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	Dataset
	Ham (Legitimate)
	Smishing (Phishing)
	Ham to Smishing Ratio





	SMS Phishing Collection (Dataset 1)
	4824
	747
	6.46:1



	Phishing_detection dataset (Dataset 2)
	5339
	7981
	1:1.5



	Phishing-dataset (Dataset 3)
	4844
	1127
	4.3:1



	Combined Dataset (Dataset 4)
	15,007
	9855
	1.52:1










 





Table 3. Device specifications.
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	Component
	Specifications





	Device Name
	Tesla T4



	Model Name
	Intel® Xeon® CPU @ 2.00 GHz



	Total Memory
	13,290,460 kB



	GPU Driver Version
	NVIDIA-SMI 535.104.05










 





Table 4. Dataset statistics (Dataset 1).
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	Message

Type
	Number of

Messages
	Training

Size
	Testing

Size
	Validation

Size





	Smishing
	746 (13.4%)
	559 (75%)
	112 (13.4%)
	75 (13.5%)



	Ham
	4824 (86.6%)
	3618 (25%)
	726 (86.6%)
	480 (86.5%)



	Total
	5570
	4177 (75%)
	838 (15%)
	555  (10%)










 





Table 5. Comparison of algorithm performance on Dataset 1.
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	Algorithm
	Accuracy
	Precision
	Recall
	F1-Score
	ROC AUC
	AP





	DECISION TREE
	0.9747
	0.9568
	0.996
	0.9758
	0.9741
	0.955



	RANDOM FOREST
	0.9731
	0.9731
	0.975
	0.9738
	0.9731
	0.961



	KNN
	0.9309
	0.899
	0.975
	0.9353
	0.9298
	0.889



	SVM
	0.8871
	0.9127
	0.862
	0.8867
	0.8877
	0.858



	ADA-BOOST
	0.9209
	0.9147
	0.933
	0.9235
	0.9206
	0.888



	LSTM
	0.9708
	0.9687
	0.975
	0.9716
	0.9947
	0.996



	BI-LSTM
	0.9724
	0.9759
	0.970
	0.9729
	0.9958
	0.997



	GRU
	0.9754
	0.9746
	0.978
	0.976
	0.9958
	0.996



	BI-GRU
	0.9708
	0.9922
	0.951
	0.9709
	0.9957
	0.996



	CNN-LSTM
	0.9724
	0.9817
	0.964
	0.9728
	0.9971
	0.998



	CNN-BI-LSTM
	0.9731
	0.9702
	0.978
	0.9739
	0.9975
	0.998



	CNN-GRU
	0.9693
	0.9617
	0.979
	0.9703
	0.9975
	0.998



	CNN-BI-GRU
	0.9854
	0.9939
	0.978
	0.9856
	0.9986
	0.999










 





Table 6. Performance comparison of models on test Dataset 2.
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	Algorithm
	Accuracy
	Precision
	Recall
	F1 Score
	AUC-ROC Score





	Decision Tree
	0.8482
	0.8706
	0.8746
	0.8726
	0.8420



	Random Forest
	0.7386
	0.8875
	0.6417
	0.7448
	0.7612



	K-Nearest Neighbors
	0.6941
	0.7387
	0.7512
	0.7449
	0.6808



	SVM
	0.6769
	0.6640
	0.9242
	0.7728
	0.6192



	AdaBoost
	0.8126
	0.7842
	0.9448
	0.8570
	0.7817



	LSTM
	0.9638
	0.9808
	0.9579
	0.9692
	0.9948



	BiLSTM
	0.9605
	0.9798
	0.9532
	0.9663
	0.9936



	GRU
	0.9627
	0.9808
	0.9560
	0.9683
	0.9935



	BiGRU
	0.9633
	0.9855
	0.9523
	0.9686
	0.9948



	CNN-LSTM
	0.9583
	0.9761
	0.9532
	0.9645
	0.9929



	CNN-BiLSTM
	0.9588
	0.9779
	0.9523
	0.9649
	0.9925



	CNN-GRU
	0.9583
	0.9807
	0.9486
	0.9643
	0.9934



	CNN-BiGRU
	0.9722
	0.9703
	0.9486
	0.9593
	0.9929










 





Table 7. Performance comparison of models on test Dataset 3.
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	Algorithm
	Accuracy
	Precision
	Recall
	F1 Score
	AUC-ROC Score





	Decision Tree
	0.9564
	0.9347
	0.9817
	0.9576
	0.9563



	Random Forest
	0.9564
	0.9658
	0.9466
	0.9561
	0.9565



	K-Nearest Neighbors
	0.8914
	0.8482
	0.9543
	0.8981
	0.8912



	SVM
	0.8372
	0.8234
	0.8598
	0.8412
	0.8371



	AdaBoost
	0.9037
	0.8909
	0.9207
	0.9055
	0.9036



	LSTM
	0.9648
	0.9485
	0.9832
	0.9656
	0.9950



	BiLSTM
	0.9717
	0.9654
	0.9787
	0.9720
	0.9961



	GRU
	0.9694
	0.9625
	0.9771
	0.9697
	0.9961



	BiGRU
	0.9648
	0.9707
	0.9588
	0.9647
	0.9953



	CNN-LSTM
	0.9702
	0.9570
	0.9848
	0.9707
	0.9962



	CNN-BiLSTM
	0.9732
	0.9600
	0.9878
	0.9737
	0.9970



	CNN-GRU
	0.9763
	0.9771
	0.9756
	0.9764
	0.9972



	CNN-BiGRU
	0.9817
	0.9813
	0.9619
	0.9715
	0.9975










 





Table 8. Performance metrics of different algorithms on Dataset 4.
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	Algorithm
	Accuracy
	Precision
	Recall
	F1 Score
	AUC-ROC Score





	Decision Tree
	0.9245
	0.9159
	0.9349
	0.9253
	0.9245



	Random Forest
	0.8411
	0.9051
	0.7622
	0.8275
	0.8411



	K-Nearest Neighbors
	0.7855
	0.7744
	0.8061
	0.7899
	0.7855



	SVM
	0.7182
	0.7586
	0.6404
	0.6945
	0.7182



	AdaBoost
	0.8080
	0.7571
	0.9073
	0.8254
	0.8079



	LSTM
	0.9768
	0.9865
	0.9671
	0.9767
	0.9965



	BiLSTM
	0.9763
	0.9783
	0.9744
	0.9764
	0.9974



	GRU
	0.9738
	0.9824
	0.9650
	0.9736
	0.9958



	BiGRU
	0.9763
	0.9884
	0.9640
	0.9760
	0.9974



	CNN-LSTM
	0.9724
	0.9848
	0.9595
	0.9720
	0.9951



	CNN-BiLSTM
	0.9721
	0.9761
	0.9679
	0.9720
	0.9948



	CNN-BiGRU
	0.9821
	0.9597
	0.9857
	0.9725
	0.9950










 





Table 9. Applied models’ results for various folds on Dataset 1.
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	 Model
	3-Fold
	5-Fold
	10-Fold





	Decision Tree
	0.9574
	0.9630
	0.9671



	Random Forest
	0.9509
	0.9635
	0.9692



	KNN
	0.8844
	0.8940
	0.8980



	SVM
	0.8559
	0.8632
	0.8696



	Ada Boost
	0.9182
	0.9126
	0.9140



	LSTM
	0.9733
	0.9837
	0.9917



	Bi-LSTM
	0.9721
	0.9848
	0.9910



	GRU
	0.9689
	0.9830
	0.9932



	Bi-GRU
	0.9710
	0.9827
	0.9913



	CNN-LSTM
	0.9769
	0.9844
	0.9911



	CNN-Bi-LSTM
	0.9710
	0.9796
	0.9926



	CNN-GRU
	0.9772
	0.9851
	0.9935



	CNN-Bi-GRU
	0.9837
	0.9890
	0.9974










 





Table 10. Performance of the proposed model across various folds with different parameter sets on Dataset 1.
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	CV Fold
	Units
	Batch
	Kernel Size
	Pool Size
	Input Activation
	Output Activation
	Epoch
	Filters
	Accuracy
	F1 Score





	0
	16
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9808
	0.9754



	3
	16
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9759
	0.9823



	5
	16
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9863
	0.9689



	10
	16
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9926
	0.9865



	0
	32
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9693
	0.9579



	3
	32
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9752
	0.9671



	5
	32
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9859
	0.9912



	10
	32
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9936
	0.9876



	0
	64
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9808
	0.9879



	3
	64
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9837
	0.9932



	5
	64
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9890
	0.9971



	10
	64
	128
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9974
	0.9892



	0
	64
	32
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9846
	0.9768



	3
	64
	32
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9898
	0.9834



	5
	64
	32
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9956
	0.9834



	10
	64
	32
	3
	2
	Relu
	Sigmoid
	50
	32
	0.9982
	0.9856










 





Table 11. Consolidated performance comparison of models across four datasets.
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Algorithm

	
Dataset 1

	
Dataset 2

	
Dataset 3

	
Dataset 4




	
Accuracy

	
F1 Score

	
Accuracy

	
F1 Score

	
Accuracy

	
F1 Score

	
Accuracy

	
F1 Score






	
Decision Tree

	
0.9747

	
0.9758

	
0.8482

	
0.8726

	
0.9564

	
0.9576

	
0.9245

	
0.9253




	
Random Forest

	
0.9731

	
0.9738

	
0.7386

	
0.7448

	
0.9564

	
0.9561

	
0.8411

	
0.8275




	
K-Nearest Neighbors

	
0.9309

	
0.9353

	
0.6941

	
0.7449

	
0.8914

	
0.8981

	
0.7855

	
0.7899




	
SVM

	
0.8871

	
0.8867

	
0.6769

	
0.7728

	
0.8372

	
0.8412

	
0.7182

	
0.6945




	
AdaBoost

	
0.9209

	
0.9235

	
0.8126

	
0.8570

	
0.9037

	
0.9055

	
0.8080

	
0.8254




	
LSTM

	
0.9708

	
0.9716

	
0.9638

	
0.9692

	
0.9648

	
0.9656

	
0.9768

	
0.9767




	
BiLSTM

	
0.9724

	
0.9729

	
0.9605

	
0.9663

	
0.9717

	
0.9720

	
0.9763

	
0.9764




	
GRU

	
0.9754

	
0.9760

	
0.9627

	
0.9683

	
0.9694

	
0.9697

	
0.9738

	
0.9736




	
BiGRU

	
0.9708

	
0.9709

	
0.9633

	
0.9686

	
0.9648

	
0.9647

	
0.9763

	
0.9760




	
CNN-LSTM

	
0.9724

	
0.9728

	
0.9583

	
0.9645

	
0.9702

	
0.9707

	
0.9724

	
0.9720




	
CNN-BiLSTM

	
0.9731

	
0.9739

	
0.9588

	
0.9649

	
0.9732

	
0.9737

	
0.9721

	
0.9720




	
CNN-GRU

	
0.9693

	
0.9703

	
0.9583

	
0.9643

	
0.9763

	
0.9764

	
0.9721

	
0.9725




	
CNN-BiGRU

	
0.9854

	
0.9856

	
0.9722

	
0.9593

	
0.9817

	
0.9715

	
0.9821

	
0.9725











 





Table 12. Feature importance table for dataset 3.
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	Index
	Feature
	Importance





	1
	call
	0.3059



	2
	txt
	0.1122



	3
	www
	0.0717



	4
	http
	0.0492



	5
	me
	0.0368



	…
	…
	…



	4996
	greet
	0.0000



	4997
	green
	0.0000



	4998
	great
	0.0000



	4999
	gravity
	0.0000



	5000
	ã¼
	0.0000










 





Table 13. Training and testing times for different models.
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	Model
	Average Training Time per Epoch
	Total Training Time
	Total Testing Time





	LSTM
	21.5 s
	Approximately 17.92 min (1075 s)
	Approximately 2 s



	BiLSTM
	191.4 s
	9571 s
	2 s



	GRU
	11.5 s
	Approximately 575 s
	1 s



	BiGRU
	15.3 s
	765 s
	2 s



	CNN-LSTM
	37.82 s
	1891 s
	2 s



	CNN-BiLSTM
	206.92 s
	10346 s
	2 s



	CNN-GRU
	19.74 s
	987 s
	2 s



	CNN-BiGRU
	8 s
	400 s
	1 s










 





Table 14. Model parameters and memory size.
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	Model
	Parameters
	Approximate Memory Size (MB)





	LSTM
	790,057
	3.0138



	BiLSTM
	807,113
	3.0789



	GRU
	785,897
	2.9980



	BiGRU
	798,793
	3.0472



	CNN-LSTM
	785,785
	2.9975



	CNN-BiLSTM
	788,937
	3.0096



	CNN-GRU
	785,049
	2.9947



	CNN-BiGRU
	787,465
	3.0039










 





Table 15. Analysis of our proposed system versus prior research.
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	Study
	Approach Used
	Dataset Used
	Classification
	Accuracy





	SMS Spam

Filter [23]
	Deep Learning
	UCI Benchmark
	CNN-LSTM
	99.44%



	Hybrid [24]
	Deep Learning
	T.A Almeida
	CNN-LSTM
	98.37%



	Smishing

Detector [10]
	Machine- Learning
	UCI’s SMS

Spam Collection
	Naïve Bayes
	96.12%



	DSmishSMS [27]
	Machine-Learning
	T.A Almeida

Collected Dataset

and Pinterest.com

text SMS
	Random Forest
	97.93%



	Spam

Transformer [28]
	Deep Learning
	SMS Spam

Collection and

UtkMI’s Twitter
	CNN-LSTM
	98.92%



	Phishing

Detection [31]
	Deep Learning
	Phishing emails

(Collection and

Nazario Phishing Corpus The

Enron dataset)
	BiLSTM (URL, No_URL)
	97.9%



	Proposed

Method
	Deep Learning
	Smishing

Collection [32]
	CNN-Bi-GRU
	99.82%
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