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Abstract: A cold-chain meat packaging project was developed for a meat product company in north-
western Mexico that moves high volumes of fresh meat into national and international markets. The
objective of the present research is to evaluate the supply process for three types of thermo-shrinkable
polyethylene bags to provide a technological solution for high-volume meat packaging based on
a graphical user interface. A system dynamics (SD) methodology is developed in seven stages to
generate a technological solution: (1) system mapping; (2) causal diagram construction; (3) stock, flow
modeling, and equations; (4) model simulation; (5) model validation; (6) scenarios and multicriteria
analysis; and (7) graphical user interface development. The main result for the company was a
technological solution that could communicate with decision-makers and the proposed graphical
user interface. Future optimistic and pessimistic scenarios were self-evaluated based on the current
situation related to three thermo-shrinkable bags used for selling high volumes of fresh meat. In these
solutions, previously simulated costs and savings can be implemented in a real situation. Quantitative
graphical user interface data can be observed to adequately manage box and bag inventories and min-
imize costs. Using SD enables the development of technological solutions in complex environments
with robust simulations and models that offer data to people interested in the system under study.

Keywords: system dynamics modeling; multicriteria analysis; scenarios; meat packaging; simulation;
graphical user interface; meat products; technological solutions; cold chain

1. Introduction

The decision-making process in organizations should be more flexible and transparent
for those who perform diverse data-related tasks. In this sense, the present research
study takes the example of an agrifood enterprise sector to apply a robust methodology
developed by different authors [1–4]. The company in the study belongs to the commercial
meat product packaging industry and is focused on distributing different cattle cuts and
products on the meat market. This company comprises three business units. The first is
in charge of sowing grains, forage, and oilseed products; the second is dedicated to the
livestock fattening process; and the third, the unit under study, is in charge of slaughtering,
deboning, and the marketing processes of animal derivatives.

In the first group, all activities related to cattle breeding and feeding are managed
by agriculture and livestock groups, from caring and sowing to land and fertilizer use.
Qualified staff, such as veterinary doctors, examine cattle feed and are involved with
distribution. These staff members are necessary to deliver quality products to the third
group, which then carries out slaughtering and deboning. This last step involves achieving
a meat product that is packaged and scheduled for distribution and sale through the
production process. All products and services reach clients directly from the production
plant and are provided to restaurant owners and international exports for sale, as well as
participating provider sectors within the supply chain. Figure 1 shows the company in a
cluster comprising different business units, forming part of a system.
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solution based on a user interface for responsible decision-makers to manage inputs 
necessary for fresh meat packaging, such as boxes and bags; (b) quantitative and relative 
data related to purchasing different types of bags and boxes for the fresh meat demands of 
external and local clients, income for the company, and associated costs; and (c) an empirical 
study for the scientific and technological community based on a DS food company. 

1.1. Case Study 
The case study of this business unit was developed from a previous mapping. The 

purchasing department does not currently have an adequate system that can adjust to the 
company’s needs regarding the three types of bags used for high volumes of fresh meat in 
national and international sales. Thus, the purchase process is performed manually. First, a 
requisition is made in a specific paper format for the user and taken to the purchasing 
department. Then, the input is searched, and a budget request is sent by airmail or 
telephone. After that, the purchasing order is placed in the system, which is subsequently 
printed to be passed around for signatures in the area, depending on who applied for it. 
Subsequently, the signatures have to be autographed. Once approved, the administrative 
and general managers scan these orders and finally send them to the provider. The process 
is generally slow and depends on the buyer; the speed at which the order is approved—in 
case of any setbacks—may affect the process, causing delays that may directly affect the user 
of the required input or service. Likewise, all orders are generated using Excel, version 16.89. 
A registry account is developed manually for materials or supplies when new articles are to 
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Organizational environments are affected by different internal and external factors.
A company may not be able to control exogenous variables, but endogenous ones can be
controlled. Three process types and categories are considered for this purpose: (1) strategic
processes, which indicate the relationship between the mission and vision proposed by the
company, defining the policies and strategic objectives to follow and be applied; (2) key
processes, which involve all activities that generate a direct value to the customer; and
(3) support processes, which contribute resources that influence the achievement and
adequate development of equipment, infrastructure, systems, furniture, and so on [5].

The main contributions offered by this proposal are the following: (a) a technologi-
cal solution based on a user interface for responsible decision-makers to manage inputs
necessary for fresh meat packaging, such as boxes and bags; (b) quantitative and relative
data related to purchasing different types of bags and boxes for the fresh meat demands of
external and local clients, income for the company, and associated costs; and (c) an empirical
study for the scientific and technological community based on a DS food company.

1.1. Case Study

The case study of this business unit was developed from a previous mapping. The
purchasing department does not currently have an adequate system that can adjust to the
company’s needs regarding the three types of bags used for high volumes of fresh meat in
national and international sales. Thus, the purchase process is performed manually. First,
a requisition is made in a specific paper format for the user and taken to the purchasing
department. Then, the input is searched, and a budget request is sent by airmail or
telephone. After that, the purchasing order is placed in the system, which is subsequently
printed to be passed around for signatures in the area, depending on who applied for it.
Subsequently, the signatures have to be autographed. Once approved, the administrative
and general managers scan these orders and finally send them to the provider. The process
is generally slow and depends on the buyer; the speed at which the order is approved—in
case of any setbacks—may affect the process, causing delays that may directly affect the
user of the required input or service. Likewise, all orders are generated using Excel, version
16.89. A registry account is developed manually for materials or supplies when new articles
are to be discharged, which allows users to perform an input control regarding what has
been purchased. The same system applies to the suppliers’ records.

Despite having more than 500 local suppliers, the plant cannot typically meet the
required provisions. Urgent purchases are generated by different departments, risking pro-
duction in addition to the other work performed within the organization. Among the main
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problems analyzed and presented in the last months of the study were urgent shopping
orders for different parts of the business unit that were not followed correctly. This situation
generates anticipated purchases or confirms services without previous authorization from
the responsible employees. Table 1 is a record of urgent orders performed from September
to October 2023.

Table 1. Record of urgent orders performed from September to October 2023.

No. Cause: Urgent Purchase Order Frequency

1 Non-compliance from the main provider regarding service or input in
terms of time and form; 9

2 Urgent purchases are performed due to lack of material in the warehouse; 12

3 Local provider offers better conditions than the one already established
(the order is urgently sent to the first provider without a comparison); 3

4 The selected provider does not offer quality services; 6
5 Services are generated without a purchase order; 4
6 The point-of-sales (POS) generates purchases without a purchase order; 3
7 Urgent material purchases have to be performed. 14

Source: Own production.

These data in the table show why the purchasing process was not followed and urgent
requisitions were generated. The reasons and numbers represent orders and frequency,
respectively, in September and October 2023. Figure 2 shows a Pareto chart classifying the
most frequent causes that occurred in the last months of the study.
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Our analysis of the causes shows that the problem does not lie in the acquisition
department’s delay in generating the purchase order, although this influences other de-
partments. Rather, urgent orders have increased by 15% because the company has grown,
forcing it to supply and schedule more services according to demand. Nevertheless, this is
not a solid justification for undertaking a purchase process without previous authorization.
Likewise, the business unit should have anticipated the urgent thermos shrinkable bag
requisition given that it does not have total supply control.

The main causes of delay in sales orders were analyzed, as well as the reasons why
these orders became urgent over a two-month period. All causes were found to derive
from a non-systemized empirical process within the organization, where the usual process
is not followed due to urgency, triggering chaos whenever an order requires attention.

Therefore, this study will investigate the causes of these issues in depth. We will
demonstrate the importance of counting with quantitative tools, facilitating more control
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over urgent orders. Demand forecasts help to generate future orders at the correct time,
thus respecting lead times, minimum order quantities (MOQs), and shutdown times.

The Pareto diagram depicts the frequency of each case in the last two months of
the study. The most frequent causes were urgent material purchases, occurring 12 times
between September and October 2023. This demonstrates that by empirically performing
these processes (that is, through trial and error), purchases cannot be adequately scheduled.
Thus, it is necessary to have appropriate tools to avoid urgent purchases.

The costs associated with reducing urgent orders are indirect; thus, having a technolog-
ical solution facilitates decision-making and control over inventories, deliveries, purchase
orders, and requirements. Figure 2 shows that such a solution can reduce urgencies to
30%, given that the majority are due to a lack of control over purchases and inventories.
Consequently, expediting material or extra hours are reduced.

This raises the following research question: What are the main causes of input delays
in the sales department for the three types of thermo-shrinkable bags used in fresh meat
packaging? The main objective deriving from this question is to develop a technological
solution that generates data related to variables that influence these delays. To solve this
problem, the new procedure consisted of seven stages in logical order, with a total length
of 15 weeks for its development.

1.2. Literature Review

We performed a systematic literature review, emphasizing methodological precursors
of system dynamics; subsequently, we have drawn on empirical studies where the founda-
tions of their methodological stages can be used by organizations. The system dynamics
methodology uses a series of developed stages [3], starting with an organization mapping
process and ending with a graphical user interface developed using Stella® Architect (Stella
Architect®, 2023, Version 3.3, Isee Systems Inc., Lebanon, NH, USA).

The proposed methodology was developed by different authors. Jay Forrester [1]
originated this methodology at the Massachusetts Institute of Technology (MIT) in the
1960s, developing the first application for administration problems; notably, simulation
was used for production and sales planning to determine how parameter changes affect
decision-making processes in an organization.

Sterman [2] established that administrators and public policy developers require clarity
in a dynamic world, particularly when facing acceleration and system complexity due to
economic, technological, social, and environmental changes; in this way, systemic thought
is supported by tools that help to understand these complex structures. System dynamics
is a rigorously modeled method that uses simulation with computer support. Aracil and
Gordillo [4] agree about using models for decision-making based on data. System dynamics
(SD) modeling allows organizations to simulate different scenarios [6]. Causal models
based on systemic thought theory focus on complex system relationships and produce
causal effect archetypes between exogenous and endogenous variables, including input
data. These data are transferred to a computer language for simulation and analysis [7].

The literature notes that SD modeling construction inverse methodologies most com-
monly comprise the following stages: (1) system mapping; (2) causal diagram construction;
(3) stock and flow diagram construction and equations; (4) model simulation; (5) model
validation; and (6) scenario selection and construction. Few methodologies have devel-
oped scenario selection using multicriteria methods—those that have developed solutions
integrating all of these steps, as well as those that have developed a solution integrating
them with a graphical user interphase (GUI), are minimal.

In this sense, the first stage related to system mapping is developing diverse tools.
Some of the most important tools are a flow diagram process [8]; value stream mapping
techniques [9]; and suppliers, inputs, processes, outputs, and customers (SIPOC) diagrams
(Antony et al. [10]). With these visual supports, cause–effect relationships can be analyzed
from a concrete perspective, and quantitative data variables can be associated with the
supply chain under study.
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Causal diagrams can analyze cause–effect relationships between the values that com-
prise a model [10]. This shows direct, simple, or complex relationship behaviors, with
elements denominating them as positive reinforcement (R) or those that maintain equilib-
rium (B). These relationships generate different loops connected in different logistic ways
that help us understand the complexity of a system [11,12]. Karunakaran et al. [13] studied
the specific circular short-circuit characteristics of a supply chain design, accounting for
products at the end of their useful life. Their research proposes using a model that considers
materials and component recovery.

Stocks, flows, and equations are used to develop dynamic simulations and integrate
the results in a graphical user interface for the causal diagram construction stage. This
involves using a simulator, such as Vensim® PLE Plus [14,15] or Stella® Architect [16–18].
Both simulators use numerical methods such as Euler and Runge–Kutta to generate so-
lutions [19]. The model validation process starts with results generated via simulation
according to Barlas and Carpenter’s proposals [20]. They developed a relative error per-
centage validation method that creates a relationship based on simulation values compared
with real system values evaluated in terms of their absolute value.

The sensitivity analysis used to develop different scenarios can solve administrative
problems, such as planning and the logistics of demands in terms of time horizon variables,
generating different quantitative scenarios for decision-making in uncertain situations [21,22].
In this sense, behaviors—such as changes caused by an organization’s policies—should be
considered for selection, considering that they may have pessimistic or optimistic effects
in the current scenario. Thus, decision models are considered where multiple criteria are
defined in a model [23].

During scenario selection, multicriteria analysis techniques—such as the technique to
order preferences by similarity and ideal solution (TOPSIS) and Faire Un Choix Adéquat
(FUCA)—are used to select the best scenario based on different decision criteria [24,25].
Er Kara [26] discusses these methods, applying a system dynamics model supported by
multiple scenarios to evaluate climate change implications in a supply chain yield. The
results indicated a significant reduction in natural/raw material resource availability and
capacity, inventory cost, and bottleneck, disrupting provision functions, manufacturing,
and logistics.

Graphical user interface construction is represented by different control buttons for
simulation, such as pause and stop. Likewise, charts can show different trends; some figures
are related to the company, and tables go along with data to support decision-making.
Instructions and information are also used to present the desired message [27,28].

From a theoretical point of view, this investigation offers an empirical contribution
founded on system dynamics. Thus, FUCA and TOPSIS are used for scenario selection,
allowing us to integrate two methods in the scenario treatment procedure. From a practical
point of view, the organization will have a technological solution that allows users to
interact simply and practically without necessarily being experts on the methodologies
involved. Our graphical interface is designed to be fed with data, and it can modify the
most sensitive parameters for decision-makers.

2. Method

In the present study, a methodology [3] using seven stages was considered. This
method uses organization mapping as a complex system to develop a graphical user
interface for the process of packaging fresh meat in bags and subsequently placing it in
boxes for export to two external clients and one internal client of the company in the study.
Figure 3 shows the procedure used in this case study, exhibiting seven stages according to
the proposal [3].
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production.

Each stage, as well as the length of its development, is described as follows based on
the procedure described above:

(1) System mapping: System mapping conceptualizes the system’s complexity, involving
all the exogenous and endogenous variables, as well as information on all the known
parameters. This stage was performed over 2 weeks.

(2) Causal diagram construction: By considering the variables and data of greatest interest,
complex relationships are constructed, where type reinforcement (+) and balance (−)
loops are linked to observe how one variable influences another. For this purpose,
Vensim® PLE Plus (Version 9.4.2, Ventana System Inc., Harvard, MA, USA, 2019) was
used. This stage was performed over a 2-week period.

(3) Developing stock and flow diagrams and equations: A flux and level diagram was
constructed with loop interaction logistics, and with it, the input and output fluxes
were generated. These are connected to levels, conveyors, ovens, or queues. The
parameters activate fluxes and assign initial conditions. The equations emerge from
each dynamic relationship, considering the time variable in such a way that they are
constructed as second-order equations using the Runge–Kutta and Euler integration
methods. This stage was performed over a 5-week period.

(4) Simulation model: In its initial version, Stella® Architect, 2023 (Version 3.3, Isee
Systems Inc., Lebanon, NH, USA) was used with the initial data provided by the
company; the generated information was then concentrated to validate the model.
This stage was performed over 1 week.

(5) Validation model: This model used three techniques for validation: (a) unit consis-
tency; (b) extreme proofing; and (c) error proofing. This stage was performed over a
1-week period.

(6) Scenario evaluation: Two multicriteria analysis methods, FUCA and TOPSIS, were
used to evaluate three scenarios, making the best-ranked scenario selections. This
stage was performed over a 2-week period.

(7) Developing GUI: This stage is the last in the procedure. The efforts of the six previous
stages were concentrated in a user-friendly and graphical environment for the users of
the company in the study. Based on policies, it simulates meat purchasing, production,
and sales under an environment of certainty before the company performs these tasks
in reality. This stage was performed over a 2-week period.

3. Results

The main results are shown below; the procedure is considered for each of the seven
stages comprising the process.

3.1. System Mapping

A system map is represented in Figure 4. It sets up the supply process and demon-
strates its dependence on other areas of the organization, including the supply, production,
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distribution, and sales of fresh meat packaging in the supply chain for national, local, and
international customers, including key performance indicators (KPIs).
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The process is defined as follows: In each stage, the main KPIs are considered to
evaluate their performance. Based on demand, requirements are applied to supply in-
ventories; then, the supply process starts. At the same time, the inventory control and
purchase processes proceed to purchase supplies. After fulfilling this requirement, spaces
and controls in the warehouse are determined. A requisition is then made considering the
final client demand. First, client demand is accounted for based on forecasting sales; once
sales are obtained, costs are reviewed in order to begin production. Second, the process
requires inputs for production, where packaging delivery and input requirements go hand
in hand to avoid a bottleneck. Finally, the inventory and shopping requirements proceed,
with suppliers awaiting shipping and arrival at the warehouse.

The importance of system mapping was established by Lim et al. [29] (2014), who used
mapping to document the production system design process (PSDP). Mapping allows the
participants to see flux activities and information from a higher level. The methodological
issues that must be solved when undertaking a PSDP include defining reach, the level of
mapping detail, content errors, a lack of data, and mapping overlap.

3.2. Constructing the Causal Diagram

Vensim® PLE Plus was used to develop a causal diagram considering variables that
can analyze cause–effect relationships between parameters and variables that comprise
the SD model, with behaviors referred to as balance (B) and reinforcement (R). These
dynamics jointly demonstrate interconnected loops in order to understand the complexity
and relationships of the model, as shown in Figure 5.

The following dynamic hypotheses were considered:

H1: The model works with different demand percentages for each scenario;

H2: Only three types of bags and one type of box are considered;

H3: Income generated by packaging represents 30% of that invested in materials (bags and boxes);

H4: The capacity of cold rooms is proportional to the boxes that can be accommodated.

The dynamics of each B and R loop are as follows:
B1: As the amount of meat in kilograms increases, the bag inventory grows, reducing

the number of bags used based on availability; when the bags run out, the meat-per-
kilogram income stops based on the use of bags at that time.
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B2: As the bag inventory increases, the product’s packaging increases, but at the same
time, it tends to decrease if the bag inventory goes down.

B3: As meat packaging increases, the number of bags kept in 30 kg boxes increases;
however, the warehouse cold room capacity decreases.

R1: This relationship reinforces the other loops, wherein the number of bags and the
cold room capacity demonstrate the growth of these variables.

R2: As sales per box increase, income increases, motivating the company to maintain
constant inventories, starting from their administration logistics.
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Figure 5. Causal diagram. Source: Own production.

These diagrams are widely used to understand system processes. For example, Yang
et al. [30] analyzed recovery options for electronic products using DS in the automobile
industry supply chain sector. Using structures to show R and B relationships reveals how
variables are related to each other [31,32].

3.3. Developing Stock and Flow Diagrams and Their Equations

To obtain good inventory control, the number of thermo-shrinkable bags and boxes to
be used was determined according to the sales demands of three kinds of clients. Figure 6
shows the stock and flow model structure type for 16 × 20 thermo-shrinkable bags with their
equation components. The same logistics were applied to the two types of bags analyzed.
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The model uses the amount of raw meat as an input. The meat subsequently goes
through the cutting process and then passes directly to the thermo-shrinkable process. At
this stage, each product carries its own nomenclature, as defined below:

16 × 20 thermo-shrinkable bags: 6 kg meat capacity/bag, 5 bags/box;
12 × 27 thermo-shrinkable bags: 3 kg meat capacity/bag, 10 bags/box;
18 × 28 thermo-shrinkable bags: 15 kg meat capacity/bag, 2 bags/box.
Figure 7 shows the sections related to the intermediate processes and stages through

which the product passes to be packaged, protected, and distributed to the final client.
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The 30 kg bag boxes in the warehouse are variables that displace the finished product by
placing materials in this variable. The product is stored in a cold room for adequate protection
and is considered an output flux for each cold room. Thus, the distribution process takes
place, and the demand passes to foreign clients “1”, foreign clients “2”, and local clients. The
model determined how many 16 × 20 thermo-shrinkable bags and 30 kg boxes were needed
depending on meat quantity in kilograms, as required for each client’s demand. Figure 8
shows the third stage of the model, which determines the scenario for each bag. The process
shows inputs based on the required investment in 16 × 20 thermo-shrinkable bags and
30 kg boxes.
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The company’s investment is made in USD per type of thermo-shrinkable bag and
30 kg box:

16 × 20 bag = USD 0.45162;
12 × 27 bag = USD 0.62239;
14 × 22 bag = USD 0.4814;
30 kg box = USD 1.93546.
The 30% income generated by packaging is considered in the model’s total investment.
The model uses stocks, flows, auxiliary conveyors, oven equations, and other parame-

ters. Equations are shown to exemplify each type:
Stocks:

30 kg boxes warehouse =
30 kg boxes warehouse (t − dt) − (Outflow to Cold Room1 + Outflow to Cold Room1) × dt

(1)

where

Cold Room1 = cold room number 1, where fresh meat is kept for a period of time;
Outflow to Cold Room1 = fresh meat exits the inventory into 30 kg boxes;
Outflow to Cold Room2 = fresh meat exits the inventory into 30-kg boxes;
t = time of simulation;
dt = time difference in simulation.

Cut Meat =
Cut Meat (t − dt) + (Carcass Meat Intake − Outflow to Bag Warehouse) × dt

(2)

where

Cut Meat = cut meat inventory;
Carcass Meat Intake = entry into daily meat cut inventory;
Outflow to Bag Warehouse = daily meat cuts output;
t = time of simulation.
dt = time difference in simulation.

Flows:

Outflow to Cold Room1 =
IF Cold room1 > 6000 THEN 0 ELSE Boxes Warehouse 30kg × % of Boxes to Cold Room1

(3)

where

Cold Room1 = cold room number 1, where fresh meat is kept for a period of time;
Boxes Warehouse 30Kg = fresh meat inventory in 30 kg boxes;
%Boxes to Cold Room1 = percentage of boxes considered for output toward cold room
number 1;
t = time of simulation;
dt = difference of time in simulation.

Conveyors:

Transfer of bags to storage (t − dt) =
Transfer of bags to storage (t − dt) + (Outbound flow of bagged meat − Inbound Flow to

Case Warehouse) × dt
(4)

where

Transfer of bags to storage = transfer of 16 × 20 thermo-bags containing meat cuts;
Outbound flow of bagged meat = output of fresh meat from the 16 × 20 thermo-bag
inventory;
Inbound flow to case warehouse = input of fresh meat from the inventory to the 16 × 20
thermo-bags;
t = time of simulation;
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dt = time difference in simulation.

Ovens:

Cold room1(t) =
Cold room1(t − dt) + (Outflow to Cold Room1 − Packing cold room 1) × dt.

(5)

where

Cold Room1 = cold room number 1, where fresh meat is kept for a period of time.
Outflow to Cold Room1 = fresh meat outflow from the 30 kg box inventory;
Packing cold room 1 = meat packaging process placing meat in 16 × 20 bags;
t = time of simulation;
dt = time difference in simulation.

Auxiliary:

Total Income =
(Price = 30% of the cost of each bag × Cost per bags 16 × 20 − Cost per bags16 × 20) + (Price =30% of the cost

of each box × cost per box 16 × 20 − cost per box 16 × 20)
(6)

where

Total income = the total income for each type of bag sold;
Price = 30% = 30% gain for each meat bag sale;
Cost per bags16 × 20 = production cost associated with each 16 × 20 bag.

The previous results are compared with empirical studies that use flux and level
diagrams to create formal logical structures [33,34]. The importance of developing these
models is established using Vensim PLE Plus®, version 9.4.2, and the Power Sim®, version
8.0, specialized software.

3.4. Model Simulation

Once the model equations are built, SD is used to generate the behavior of the most
important variables for the company. Figure 9 shows a delivery simulation for foreign
client types 1 and 2 and local clients.
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The chart shows that at the end of the month, deliveries behave similarly in terms of
tendencies, with better responses for 30 kg bags and boxes.
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3.5. Model Validation

Three methods [2,20] were used to validate the model.
Unit consistency: The model complies with the requirement that the units are 100%

consistent when making a detailed review of each equation [3].
For this purpose, the consistency of the units should be reviewed one by one to achieve

a consistent model. For example, when performing mathematical operations, the left-side
units of the equation should be equal to those of the right-hand side. Thus, when all the
data are subjected to the proposed model, consistency errors exist, and a box with variables
with errors appears. One example is the message the software displays when the following
inconsistency is found, that is, when the model logic is lost:

“Bags (Foreign Customer 1) 16 × 20” shows unit “bas/days”, but the equation suggests
“boxes” units. The message says “Unit Warning”.

Once all the units are corrected, a screen is displayed indicating that no warning units
exist; thus, the model complies with unit consistency.

Extreme proofing: Extreme proofing involves subjecting the model to zero-model
demand, i.e., the model does not generate results when it runs. See Figure 10.
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When a value of zero is applied to kg per day, the simulation does not generate any
behavior, which is logical because there are no entries in the prime matter. In this sense, the
entire process generates zero values henceforth.

Percentage (%) error proofing: This technique involves analyzing the generated error
percentage from the real-data thermo-bags for each type of client against the simulated
data, divided between the real data in absolute values. The model is validated and reliable
if the error rate is smaller or equal to 5%. Figure 11 compares the company data recorded
in Excel with those provided by the simulation.

Errors for this thermo-shrinkable bag model are associated with each type of client.
The following equation and data were used for this test:

%REi = |(Simulated dataj − Real datak)/Real datak| × 100% (7)

where

RE = relative error;
i = type of client;
j = 16 × 20 thermo-shrinkable bags based on simulated client type;
k = 16 × 20 real-type thermo-shrinkable bags;

By calculating the percentage of the relative error/each type of client error, the follow-
ing information is obtained:

Foreign client 1 (FC1):
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% relative error =
(21,000 − 20,029)/20,029 × 100% = 4.85% ≤ 5%, complies with validation criteria

Foreign client 2 (FC2):

% relative error =
(29,500 − 28,613)/28,613 × 100% = 3.10% ≤ 5%, complies with validation criteria

Local client (LC):

% relative error =
(33,000 − 32,428)/32,428 × 100% = 1.76% ≤ 5%, complies with validation criteria

In conclusion, the three types of customers that receive meat in 16 × 20 thermo-
shrinkable bags comply with the relative error proofing and thus confirm that the model is
realistic.
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3.6. Scenario Evaluation with TOPSIS and FUCA Multicriteria Analyses

The TOPSIS and FUCA were used for scenario selection. The following data show the
six variables considered for the multicriteria analysis related to the 16 × 20 bags and 30 kg
boxes of meat. In this comparison, the six variables (markers) were used to apply Max or
Min criteria (Table 2).

Table 2. Maximum and minimum markers and criteria with assigned values.

LC 16 × 20 FC1 16 × 20 FC2 16 × 20 16 × 20 Bag
Investment

30 kg Box
Investment

Total Income
(USD)

Max Max Max Min Min Max
0.15 0.15 0.15 0.1 0.2 0.25

Source: Own production using weights assigned by the company. Notes: LC = local clients; FC1 = foreign client
type 1; FC2 = foreign client type 2.

Eighteen scenarios were simulated under these conditions. Six current scenarios were
compared with six pessimistic and six optimistic scenarios using TOPSIS and FUCA.
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Table 3 shows the scenario simulation applying the two multicriteria methods to select
the best scenario. Using both techniques is especially important with multiple objectives
that converge in a complex system and require simultaneous validation for better decision-
making. The cited works discuss where these two methods are used in order to compare
them [34,35].

Table 3. FUCA TOPSIS analyses for the best scenario selection.

Values Ranking
FUCA

Ranking
TOPIS Weight Scenarios

7.70 3 8 0.617016 Current 1
11.05 16 12 0.483711 Current 2
10.10 12 11 0.518319 Current 3
8.40 5 10 0.601121 Current 4
7.40 2 7 0.625224 Current 5
8.00 4 9 0.60587 Current 6
9.35 9 13 0.403607 Pessimist 1
11.45 17 14 0.402921 Pessimist 2
10.90 15 15 0.387706 Pessimist 3
8.70 7 16 0.359073 Pessimist 4
12.75 18 17 0.326039 Pessimist 5
10.5 13 18 0.289069 Pessimist 6
9.45 10 4 0.671303 Optimist 1
7.30 1 1 0.688727 Optimist 2
8.90 8 3 0.675773 Optimist 3
8.55 6 2 0.680659 Optimist 4
9.85 11 5 0.670341 Optimist 5
10.60 14 6 0.630274 Optimist 6

Source: Own production.

Finally, in this scenario selection, optimistic scenario 2 achieved rank 1 using the
two multicriteria analysis methods: (1) TOPSIS: The higher the general value is 0.688727.
(2) FUCA: The lower the generated value is (7.3), the better the scenario is.

Based on the previous analysis, the scenarios were analyzed from a strategic per-
spective to generate value for the organization, enabled by using SD. This showed the
cause-and-effect relationships and supported the company’s strategy, achieving a leader-
ship position [36,37] by reducing costs and the quality of its products. Kunk [38] offers an
interesting option for strategic analysis with SD in two ways: (1) developing scenarios using
SD modeling; and (2) supporting scenarios built using intuitive logic with SD modeling.

3.7. Developing the Graphical User Interface

The graphical user interface enables better communication and development using
Stella® Architect. Figure 12 shows the first screen, which contains navigation instructions
within the different sections of the interface. The company background is also shown.

This interface is very simple, with five buttons found on the first screen: (1) Main
menu, containing the main navigation buttons; (2) Background, offering a perspective
on the project background and its objectives; and (3) Model bag, offering three buttons
showing direct information on each of the models associated with the types of bags (16 × 20,
18 × 28, and 12 × 27).

The second screen shows a section of the organization to provide the user with more
context on the organization and the interface objective.

Figures 13 and 14 show the buttons corresponding to 16 × 20 bags.
This part of the interface allows the users to obtain the number of bags for the three

types of simulated clients. This situation simulates the model and demonstrates the
behavior of the 16 × 20 thermo-shrinkable bags required for the different clients during a
30-day period. The bar chart shows the bags required during the 30 days.
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A response capacity was observed for the 16 × 20 bags used for different clients: foreign
customer 1 = 21,300 bags; foreign customer 2: 29,800 bags; and local clients: 34,100 bags. The
image shows that each quantity was subjected to the demand of each client type at the time
the model simulation was developed. The user can observe these graphical behaviors to
determine better tendencies under these scenarios.

The associated costs for the organization are as follows for the 16 × 20 thermo-
shrinkable bags/types of clients:

Foreign customer 1 = (21,300 bags) × (USD 0.45162/bag) = USD 9619.50;
Foreign customer 2 = (29,800 bags) × (USD 0.45162/bag) = USD 13,458.27;
Local customers = (34,100 bags) × (USD 0.45162/bag) = USD 15,400.24.
The total cost associated with the bags is USD 38,478.01 while also adding the required

bags for the three client types in the following manner:
Adding up all of the 16 × 20 thermo-shrinkable bags required by the three client types

yields 85,200 bags.
To calculate the costs associated with the boxes, each has a capacity of 5 bags/box,

which should require 17,040 boxes.
Total cost for boxes = 17,040 boxes × USD 1.93546/box = USD 32,980.23.
The total costs are the sum of the associated costs of the total bags and boxes used:

USD 32,980.23 + 38,478.01 = USD 71,458.24.
Figure 14 shows that the interface allows the user to obtain the number of boxes based

on the type of selected bag. This interface allows the model to simulate and show the
delivery behavior of the different clients for the 30-day period. The bar chart shows the
boxes required for meat packaging.

The data presented in Figure 15 allow us to obtain the amount invested based on
the selected box and bag. This tab allows the model to simulate and show the behavior
associated with investing USD in 16 × 20 thermo-shrinkable bags and 30 kg required boxes
for different types of clients during 30 periods. The bar chart shows the bags required for
30 days.
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Figure 15. Investment data for 16 × 20 bags and boxes. Source: Own production.

The costs associated with 16 × 20 thermo-bags and boxes are fixed by external
providers; one of the ways in which costs can be reduced could be by making shorter
processes controlled by the organization, thus increasing income.

On the other hand, new providers may be redefined. They may offer a better price on
the box and bag market, maintaining normativity and product packaging quality.

Technological solutions have been developed considering graphical user interfaces
with diverse methods since 1991, with more than 230 published articles indicating the
relevance of this solution as a support for decision-makers in organizations [39].

Our main recommendations are as follows:
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(a) Companies should control their available bag and box inventories to comply with
monthly demands;

(b) A GUI offers information before urgent shopping and generates maintenance costs
for inventories;

(c) Companies should generate better production programs by identifying the most
likely scenarios for production based on the most likely scenarios according to the
tendencies of fresh beef market consumers.

Two important contributions exist regarding this proposal: (1) The first is empirical,
where system dynamics is used to develop graphical user interfaces for fresh-food sector
users. The literature is very limited regarding articles in databases; thus, conducting
studies such as this one is valuable for the academic community. (2) The second is a tool
that facilitates decision-making in the field using GUI such that knowledge of DS among
staff is not required. Nevertheless, users should be clear on the necessary indicators and
relationships in order to load information into the required GUI sections, obtaining different
scenarios for decision-making before undertaking real-life applications.

4. Discussion

Cold chains require on-time delivery and analyses of their packaging logistics in
optimal conditions based on transportation needs and the different ways they manage
their products. The process developed for the company in the study offers a technological
solution as a visual support based on data for one of its packaging products [40–42].

Companies use different tools for decision-making based on data. To reduce costs, simu-
lating processes to observe behavioral modes before investing or, in this case, implementing
policies is recommended. These techniques have been documented by Thomy et al. [43].

Using systems dynamics in companies that manage supply chains has been of high in-
terest in the field of efficient decision-making based on quantitative scenarios for perishable
products, such as meat. Abbasi-Tavallali et al. [44] conducted a related study, using system
dynamics to evaluate scenarios in a cross-docking process to minimize risk to perishable
products, resulting in many cases of cost and inventory reduction [45].

Multicriteria analysis techniques are useful for selecting the best options in a set of
objectives. In the current study, six criteria were analyzed to determine the best scenario for
the company; similar studies have also used the FUCA and TOPSIS multicriteria analysis
techniques in the supply chain [46,47].

Decision-making focuses on different visual supports, such as using graphical inter-
faces [48,49]. The most relevant information can be provided to those who manage supply
chains. By supplying real-time results, executive summaries reduce analysis times for
efficient users and, thus, their responses—for example, this might involve buying supplies
or, in this case, delivering products to final clients and the resulting income, as in the
present project.

While reviewing other works on decision-making, Zhan et al. [50] stood out. They
studied an omnichannel model for sales services, mainly examining queuing theory to
analyze online and offline client behavior and the impact of waiting time. Moreover, the
business capacity was characterized by the rate in the queuing model. The authors showed
that—independent of the queuing delivery mode—omnichannel sales may offer greater
benefits to businesses by integrating demand.

One of the main findings of Yuan et al. [51] is related to the present study. They tried
to obtain optimal decisions and policies with system dynamics in order to assign capacities
to services with a policy of reactive capacity. They performed this to better understand the
role of decisions in complex management systems.

Other studies of DS in complex environments with offer and demand models have
examined products such as meat for decision-making based on different policies. For example,
Odoemena et al. [52] examined meat consumption work in Nigeria. Similarly, Anaking and
Suryani [53] focused on beef meat, the demand for which increases proportionally or according
to population increases, rent per national capital, and raw materials for the food industry.
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Future work for this project will be related to implementing other two-bag models
used in packaging fresh meat, which may apply to the solution for 16 × 20 bags developed
in this study.

5. Conclusions

When producing a project for an organization, it is important to know the company’s
internal processes and to determine the opportunity areas in departments where improve-
ments are required.

The following are the main conclusions from applying a technological solution
in the present study: (1) Demand visibility in an organization must be accounted for,
representing significant savings in organizational processes; (2) excess and waste must be
avoided, as they are the main implementation obstacles in system dynamics; and (3) the
correct control in forecasting the necessary supply of products should be implemented
considering demand.

System dynamics can solve complex problems but requires knowledge and systemic
thinking abilities. Thus, having the correct focus and adequate data is important for finding
solutions in organizations considering different restrictions and policies.

From a theoretical perspective, the main contribution of the present study is a robust
methodology for evaluating scenarios, using multicriteria decision analysis techniques to
select the most favorable scenarios. The main practical contributions are production and
food delivery services for companies in this sector using a user-friendly solution based on
the theory of complex analysis systems.

The innovative solution provided to the company in the study integrates system
dynamics and multicriteria methodologies. It also provides a design that can create an
integrated technological solution with a graphical interface for decision-makers using
familiar information environments integrated into performance metrics relationships and
known data, enabling them to evaluate diverse scenarios.

The present research is limited to three essential products for the meat packaging and
sale processes of the company in the study. The information is limited to the content of the
elements comprising the designed graphical interphase, with the most relevant information
distilled for decision-makers.

Using robust methodologies that facilitate decision-making processes based on quanti-
tative data, the present study offers user-friendly technological solutions to organizations
that produce high-volume products.

Thus, the benefits of using a solution with a graphical user interface (GUI) are as follows:

(1) It offers information on products used for three kinds of fresh meat packaging, evalu-
ating bag costs based on the different demands in different scenarios. Thus, advanced
purchases can be foreseen and bag inventories reduced, as shown in the following
bag and box cost analysis:

16 × 20 bag = USD 0.45162;
12 × 27 bag = USD 0.62239;
14 × 22 bag = USD 0.4814;
30 kg box = USD 1.93546.

(2) It allows the users to analyze the number of 30 kg capacity boxes needed for the
different thermo-bags used. Thus, adequate inventories can be obtained based on the
processed bags for each type:

16 × 20 thermo-shrinkable bags: 6 kg meat capacity/bag, 5 bags/box;
12 × 27 thermo-shrinkable bags: 3 kg meat capacity/bag, 10 bags/box;
18 × 28 thermo-shrinkable bags: 15 kg meat capacity/bag, 2 bags/box.

(3) It uses a total cost analysis of the high-volume meat demand through its GUI, with
39 scenarios similar to the screen displayed in Figure 13. The total costs are USD 71,450.24
after adding the total cost for boxes (17,040 boxes × USD 1.93546/box = USD 32,980.23)
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and the total cost associated with the organization in terms of three bag types
(USD 38,478.01).

(4) Finally, it provides decisions based on quantitative data. On the one hand, all data are
selected based on three scenarios (optimistic, pessimistic, and normal). On the other
hand, the data are based on the costs of the two prime matters analyzed (three types
of bags and boxes for 30 kg of fresh meat).

(5) This study can be used by the academic community. It uses a real-life application of
the SD methodology, following a systematic approach to solve complex problems.

(6) For organizations, it represents a technological contribution that facilitates decision-
making limited to current restrictions and possible scenarios.

Future investigations may involve complex system analyses by those who have knowl-
edge of mapping processes, system theories, and system dynamics methodology management,
as well as multicriterial analyses for scenario evaluations detached from model simulations.
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