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Abstract

:

Multiple production lines can work together to efficiently manufacture certain products. Thus, when capacity is insufficient, it is necessary to decide whether to develop new production lines to ensure the timely completion of all orders. For example, running a new production line for a small number of orders is not cost-effective. Therefore, decision-making involves choosing between paying tardiness costs for a few orders, abandoning some orders, or developing new production lines to maximize efficiency. Additionally, the timely transportation of completed orders is crucial and depends on vehicle usage efficiency. From a transportation perspective, fully loading vehicles is the most efficient, but this may impact the timeliness of orders, leading to potential tardiness costs. By comprehensively considering these aspects, a multi-machine production model is constructed that incorporates transportation batch sequences and uses heuristic algorithms to solve the problem. Finally, designed case examples validate the effectiveness of the model and algorithm.
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1. Introduction


Enterprises actively address the parallel machine scheduling problem due to its direct impact on supply capacity and cost control. Recent research in this area has focused on expanding the problem by incorporating additional considerations into parallel machine production, studying it in conjunction with other issues, and developing models to solve real-world cases. Additionally, there has been significant progress in applying, optimizing, and enhancing various algorithms to improve solutions to this problem.



The ultimate goal of production is to meet customer demand, making the timely delivery of goods according to customer requirements a crucial area of study. This involves not only the production of goods but also the means of their transportation. Therefore, in our parallel production process, we consider the issue of batch delivery. By transporting goods in batches, we aim to meet customer needs while controlling transportation costs. Although consolidating as many orders as possible into a single batch for transportation can reduce shipping costs, this can delay the delivery of some orders, which incurs corresponding tardiness costs. Balancing these issues is also a key focus of this paper.



Various researchers have explored different facets of the parallel machine scheduling problem. For example, Li et al. [1] combined parallel machine scheduling with location problems. Bitar et al. [2] studied non-identical parallel machines considering auxiliary resources, machine startup times, and independent queues, while Agárdi et al. [3] aimed to maximize revenue by considering machine setup times, production batch issues, and backlog issues. De and Laguna [4] incorporated inventory problems into the parallel machine problem, and Lee and Jang [5] examined the parallel machine problem with machines of differing efficiencies. Fang et al. [6] considered the working and rest times of employees in the parallel machine problem. Page and Solis-Oba [7] improved overall efficiency by dividing tasks into different groups, while Arık and Toksarı [8] addressed issues in fuzzy states, including uncertainties caused by learning and deterioration. Guo et al. [9] looked at job synchronization in the logistics of hub terminals. Pei et al. [10] studied a parallel batch scheduling problem considering processing costs and benefits, viewing processing time as a step function of the starting time and due date. Many other scholars have also examined energy consumption and sustainability. Yepes-borrero et al. [11] tackled a bi-objective parallel machine scheduling problem with sequence-dependent setup times and limited resources using an iterated greedy algorithm, which outperformed previous methods. Using an augmented  ε -constraint method and NSGA-II, Wang et al. [12] tackled a parallel machine scheduling problem to minimize energy consumption and makespan. To address a parallel machine scheduling problem with sequence-dependent setups and shared resources, Akyol and Sarac [13] used mixed-integer programming and a genetic algorithm. In their study on the unrelated parallel machine scheduling problem with a scarce resource, Villa et al. [14] proposed heuristics that outperformed existing methods, particularly for large instances. Safarzadeh and Niaki [15] addressed a green scheduling problem in parallel machines, aiming to minimize both the green cost and makespan using an improved heuristic and the  ε -constraint method. Della and Scatamacchia [16] conducted further research and expansion of the scheduling problem based on the Longest Processing Time rule.



Many researchers have also addressed practical production problems by focusing on various research objects. Rudek [17] developed a new, general optimization framework to address scheduling issues that involve machine deterioration and maintenance tasks. Srinath [18] addressed a scheduling problem involving sequence-dependent setups and preferences. Kim [19] studied the factory production of 3D-printed parts, examining the issue from the perspective of parallel machine production boundaries. Agárdi et al. [3] focused on yogurt production planning and product distribution, Li et al. [20] researched the lace-dyeing process, and De and Laguna [4] investigated the pipe-insulation industry. Kusoncum et al. [21] constructed a mathematical model for the loading and unloading system of sugarcane.



Various researchers have attempted to solve the model by employing different algorithms to address challenges. Li [22] proposed a data-driven hybrid learning methodology to solve the parallel machine scheduling problem. Yepes-borrero et al. [11] utilized a variety of algorithms, including the Truncated Task Iterated Pareto Greedy algorithm. Kusoncum et al. [21] used the Variable Neighborhood Strategy Adaptive Search to tackle large-scale mathematical problems. To solve the multi-objective multi-machine production problem, Lei et al. [23,24] applied an improved Artificial Bee Colony algorithm. Wu and Ch [25] employed a Memetic Differential Evolution algorithm for the multi-machine problem, while Yunusoglu et al. [26] and Wu et al. [27] used the branch-and-bound algorithm, and Kowalczyk and Leus [28] tackled the problem using zero-suppressed binary decision diagrams with weights. Ewees et al. [29] applied a modified Salp Swarm algorithm based on the Firefly algorithm. Laha and Gupta [30], Majumder et al. [31], and Cao et al. [32] each utilized different improved Cuckoo Search algorithms to address multi-machine production problems. Soares et al. [33] employed a hybrid evolutionary algorithm, and Bulhoes et al. [34] used a branch-cut-and-price algorithm. Ouazene and Yalaoui [35] proposed a Lexicographic search algorithm to address the deterioration effect over time. Gedik et al. [36] employed a novel constraint programming approach, and Li et al. [20] used a hybrid Differential Evolution algorithm. Xiong et al. [37] applied the branch-and-price algorithm. Exposito-Izquierdo C et al. [38] first used a Metaheuristic algorithm to find high-quality solutions and then verified them using a multi-agent simulation approach. Ezugwu et al. [39] proposed a method using the Symbiotic Organisms Search. Vallada et al. [40] introduced a Scatter Search algorithm combined with an enriched iterated greedy approach. Finally, Yepes-Borrero et al. [41] solved the problem using the Greedy Randomized Adaptive Search Procedure.



Production primarily aims to meet market demand, which is often reflected by orders. Therefore, closely aligning production with order management is crucial. Sometimes, when enterprise production capacity is insufficient, adding a new production line to complete an order can backfire. For example, starting a new production line for a small order may be uneconomical if the fixed startup cost of the machine exceeds the order’s revenue. However, reallocating some of the original orders to the new machine may reduce the tardiness cost for some orders and potentially increase revenue by lowering the total cost.



In real-world factory production, multiple machines may operate simultaneously, forming several production lines. To complete complex orders more quickly, splitting an order across multiple machines can expedite production and delivery, thereby reducing tardiness costs. When orders are produced on parallel machines simultaneously, the decision-making process regarding order selection, splitting, production sequence, and transportation batches becomes more complex. This paper addresses parallel machine scheduling decisions in such an environment.




2. Problem Description


An order from the same company may contain several sub-orders, which can be split and produced at different times and on different machines. Additionally, due to varying production times and vehicle capacity limitations, orders from the same customer might not be transportable by the same vehicle, leading to batch delivery issues. Production facilities often serve more than one customer. Having too few production lines operational can result in order backlogs and corresponding tardiness costs. When the tardiness cost becomes too large, the factory might have to reject some orders. However, if the factory has multiple production lines, the order volume is substantial, and the new income from starting a new production line exceeds the fixed startup cost, starting a new production line can be considered. After multiple machines are operational, the situation evolves into a parallel machine problem. Once orders are produced, delivering them to customers becomes the next crucial step. By integrating transportation and production considerations, we can achieve effective solutions and enhance overall efficiency. In such a scenario, the following issues need to be addressed:




	
Optimal Machine Utilization: Determine the number of machines to put into production to maximize the benefit.



	
Order Acceptance: Decide which orders to accept and which to reject. Some orders will be rejected if their revenue does not exceed the tardiness cost.



	
Production Assignment and Scheduling: Determine which production line (or machine) will handle the accepted orders and when; in other words, establish the production sequence of orders on each machine.



	
Order Transportation: Plan the transportation of completed orders. Specifically, for direct transportation, classify which orders will be transported in the same batch (vehicle), and decide whether to use the company’s own vehicles or third-party logistics (3PL).








By addressing these issues, the factory can optimize its production and order fulfillment processes, reducing costs and improving efficiency. Table 1 lists the main notations used in this paper for the convenience of readers’ understanding.




3. Model


We can derive a mathematical model from the previous analysis and use it to determine the production sequence and delivery batch for each order. After establishing the production sequence for each order, the duration of machine occupation for different tasks can also be calculated, given that the production time for each order is known. The decision variables include the following:



       g l      =      1 ,     if  machine  l  is  started       0 ,    otherwise           



       y j      =      1 ,     if  order  j  is  accepted       0 ,    otherwise           



       x  j p l       =      1 ,     if  order  j  is  placed  in  position  p  in  sequence  of  l       0 ,    otherwise           



       u  v k       =      1 ,     if  vehicle  v  serves  customer  k       0 ,    otherwise           



       A  i v       =      1 ,     if  order  i  is  allocated  to  batch  v   ( or   vehicle  v )       0 ,    otherwise           



  C i   = the completion time (shipping ready time) of order i;



  T i   = the tardiness time of order i.



The aim of the model is to maximize the Total Net Profit (TNP), as outlined below:


     max  T N P      =  ∑  i ∈ N    Q i   y i            −   ∑  l ∈ L    g l   f l m  +  ∑  i ∈ N    w i   ω i  +  ∑  v ∈  V s     ∑  k ∈ K    f k s   u  v k              +   ∑  v ∈  V h     ∑  k ∈ K    f k h   u  v k   +  ∑  v ∈  V h     ∑  k ∈ K    ∑  i ∈  N k     δ k   S i   A  i v        



(1)







S.T.


      g l  ≥  x  i p l   ,  ∀ i ∈ N ,  p ∈  P l  ,  l ∈ L     



(2)






      ∑  l ∈ L    ∑  p ∈  P l     x  i p l   =  y i  ,  ∀ i ∈ N     



(3)






      ∑  i ∈ N    x  i p l   ≤ 1 ,  ∀ p ∈  P l  ,  l ∈ L     



(4)






      t i c  + M  ( 1 −  x  i p l   )  ≥  ∑   p ′  = 1  p   T i   x  i  p ′  l   ,  ∀ i ∈ N ,  p ∈  P l  ,  l ∈ L     



(5)






      ∑  k ∈ K    u  v k   ≤ 1 ,  ∀ v ∈ V     



(6)






      ∑  v ∈ V    A  i v   =  y i  ,  ∀ i ∈ N     



(7)






      A  i v   ≤  u  v k   ,  ∀ i ∈  N k  ,  k ∈ K     



(8)






      ∑  i ∈ N    S i   A  i v   ≤  C v  ,  ∀ v ∈ V     



(9)






      t v  ≥  t i c   A  i v   ,  ∀ i ∈ N     



(10)






      t i a  + M  ( 1 −  A  i v   )  ≥  t v   A  i v   +  τ k  ,  ∀ k ∈ K ,  i ∈  N k      



(11)






      ω i  + M  ( 1 −  A  i v   )  ≥   (  t i a  −  D i  )  +  ,  ∀ i ∈ N ,  v ∈ V     



(12)






      t i c  ,  ω i  ,  t i a  ≥ 0 ,  ∀ i ∈ N     



(13)






      x  i p l   ,  g l  ,  u  i v   ,  A  i v   ∈  { 0 , 1 }  ,  ∀ i ∈ N ,  l ∈ L ,  p ∈  P l  ,  v ∈ V     



(14)







Expression (1) represents the maximization of the Total Net Profit (TNP), which is obtained by subtracting the fixed startup expenses for the machine, the cost of delays (tardiness cost), and transportation expenses from the total revenue.



Constraint (2) represents the machine startup constraint: machine l must be active when it is used to produce an order.



Constraints (3) and (4) are order acceptance and production constraints. Constraint (3) indicates that if an order is accepted, it must be produced on a machine. Constraint (4) ensures that each order is produced only once.



Constraint (5) addresses production time constraints. It specifies that the completion time of order i is the sum of the production times of all orders in the queue before it is on the production line plus the production time required for order i. All machines are assumed to have a default start time of 0.



Constraints (6)–(9) are transportation constraints. Constraint (6) indicates that each vehicle can serve only one customer at a time. Once a vehicle departs from the factory, it goes directly to the customer to complete the transportation task. Constraint (7) indicates that once an order is accepted, it must be assigned to a vehicle for transportation. Constraint (8) states that an order for customer k can only be transported by vehicle v if vehicle v is serving customer k. Constraint (9) states that the load of a single vehicle cannot exceed its capacity.



Constraints (10)–(12) are tardiness constraints. Constraint (10) indicates that the departure time of a vehicle from the factory is the completion time of the last order it has loaded. Constraint (11) specifies that the arrival time of the vehicle at the customer’s location is the departure time plus the travel time to the customer. Constraint (12) states that the tardiness time is the difference between the arrival time and the desired time and that this difference must be a non-negative number.




4. Genetic Algorithm


In typical genetic algorithm calculations, the population size can be set as needed, and the size of an individual gene usually remains constant throughout the computation. However, in the problem discussed in this paper, the number of machines to be started is variable. Therefore, during the calculation process, the algorithm needs to continuously adjust to find the most suitable gene length, which corresponds to the optimal number of machines to start. The algorithm’s process is detailed in Figure 1.



We present three propositions to enhance our understanding of the impact of order and machine allocation in production scheduling. These propositions address the effects of removing orders from a batch, changing the sequence of orders within the same batch, and ensuring the integrity of orders within a batch. By examining these scenarios, we aim to highlight key factors that influence production efficiency and the overall optimization of the scheduling process.



Proposition 1.

When an order is removed from a batch, the ready time of all remaining orders in the batch is advanced.





Proof. 

Once the production order is determined for each machine, removing an order from a batch shortens the final completion time of the batch, which, in turn, advances the completion time of each remaining order in the batch. □





Proposition 2.

Changing the sequence of orders within the same batch on the same machine does not affect the calculation results. However, altering the allocation of orders between different machines within the same batch impacts the calculation results.





Proof. 

A batch consists of several orders. When these orders are produced on two machines, the production time on each machine differs, and the ready time of the batch is determined by the completion time of the last order in the batch. Changing the allocation of orders between machines modifies the batch’s final order completion time. □





Proposition 3.

Orders in the same batch on the same machine are not separated. Proof. Orders in the same batch are processed together to ensure continuous production and minimize setup times and tardiness. Separating orders within the same batch would disrupt the production flow and lead to increased tardiness and costs [42].





4.1. Encoding Scheme


In the proposed genetic algorithm (GA), each gene contains three pieces of information: the batch to which each order belongs, the machine used to produce each order, and the adopted mode of transportation for each batch. The three pieces of information associated with each order, as exemplified in Figure 2, are defined as follows:




	
Batch Number (or Vehicle Number): The batch to which the order belongs. Batch 0 indicates a virtual batch, and the orders in this batch are unaccepted.



	
Machine Number: The machine used to produce the order.



	
Mode of Transportation: A value of 0 means that the company’s own vehicle is used for transportation, and 1 indicates the use of third-party logistics.
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Figure 2. A chromosome of the proposed GA. 






Figure 2. A chromosome of the proposed GA.
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When these three factors are established for all orders, the specific production scheme is determined, as illustrated in Figure 3.




4.2. Initial Population


We follow the principle of the Shortest Processing Time (SPT) [43] to construct the initial population. Orders from customer k are placed into Batch 1 in sequence. If the number of orders in Batch (Vehicle) 1 exceeds its capacity, a new batch, Batch 2, is created. Once all customers’ orders are assigned to batches, the batches are arranged in non-increasing order based on the sum of processing times for all orders in each batch. This forms a preliminary production sequence. When only one machine is started, this sequence serves as the initial solution for the actual production order, as illustrated by the “single machine” in Figure 4. When multiple machines are involved, three simple heuristics are applied:



Heuristic H1: Orders in the same batch are produced on only one machine. As shown in Figure 4, parallel machines are used for separate production.



Heuristic H2: Orders in each batch are produced simultaneously on all machines. If the number of orders (j) in batch b is less than the number of starting machines (l), the orders in this batch are jointly produced by J machines. As illustrated in Figure 4, this is referred to as parallel machines, joint production.



Heuristic H3: When l machines are started, the process involves two steps:




	Step 1.

	
The first l batches are produced separately by each machine.




	Step 2.

	
One by one, orders in the next l batches are added to the machine with the Shortest Processing Time. If the processing times of all machines are equal, orders are assigned starting from the first machine in sequence.











[image: Systems 12 00354 g004] 





Figure 4. Initial population. 






Figure 4. Initial population.
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Steps 1 and 2 are repeated until all orders are assigned to specific production machines. This approach is depicted in Figure 4 as parallel machines, mixed joint production.



If the tardiness cost of an order exceeds the revenue generated by the order, specifically if    Q i  −  w i   T i  < 0  , the order is removed from the initial population and assigned a batch number of 0. According to Proposition 1, removing an order from a batch shortens the completion time of the entire batch. Consequently, orders originally yielding negative returns in the batch may now yield positive returns. Therefore, orders are removed one by one until no orders with negative returns remain. Finally, vehicles are allocated in batch order: the first V batches are assigned to company-owned vehicles, while the remaining batches are allocated to 3PL. This process results in three initial populations: H1, H2, and H3.




4.3. Selection Mechanism


The selection mechanism directly influences the diversity and convergence of the algorithm. While rapid convergence can quickly yield results, it may lead to a loss of population diversity, whereas excessive diversity can result in redundant calculations. Therefore, an effective selection mechanism is crucial for maintaining both population diversity and efficient computation. The selection mechanism in the proposed method is based on the One-Fifth Success Rule (OFSR) [43], as designed by Alavidoost et al. [44].



The probability of selecting each chromosome is determined by dividing its fitness by the sum of all fitness values (Equation (15)). Below,   S P   is the selective pressure,   F v   is the fitness of the v-th chromosome,   p v   is the probability of selecting the v-th chromosome, and N is the population size:


   p v  =    e   S P  ×  F v      ∑  v = 1  N   e   S P  ×  F v        



(15)







The goal of adjusting the selective pressure (  S P  )—which is the ratio of the probability of selecting the best member of the population to the average of probabilities of selecting the other members—is to ensure that the total probability of the bottom half of the population (the Weaker-Half Probability, WHP) equals one-fifth. When the Weaker-Half Probability (  W H P  ) is equal to 1/5, it is considered optimal. Therefore, different strategies must be employed depending on whether the WHP is equal to or different from 1/5. Additionally, applying the One-Fifth Success Rule (OFSR) aids in fine-tuning the   S P  .


   W H P  =  ∑  v =    N 2     N   p v  =   1 5    



(16)




If the WHP is small, then,


    S P   ( t + 1 )   =  1 +  (  W H P  −   1 5   )  ×   D o F   s m a l l    + α  ( Δ   S P  t  )   



(17)




If the WHP is big, then,


    S P   ( t + 1 )   =  1 +  (  W H P  −   1 5   )  ×   D o F   b i g    + α  ( Δ   S P  t  )   



(18)




If the WHP is good, then


    S P   ( t + 1 )   =  1 +  (  W H P  −   1 5   )  ×   D o F   g o o d    + α  ( Δ   S P  t  )   



(19)







The parameter  α  in Formulas (17)–(19) represents momentum. In these formulas, the variation in   S P   and its direction in iterations   Δ   S P  t    influence the SP in the next iteration,    S P   ( t + 1 )   , aiming to accelerate convergence. The defined fuzzy rules impact the SP iteratively while ensuring that the WHP satisfies the fuzzy term defined as “good”, meaning that the WHP is approximately equal to    1 5   .



We introduce membership functions (MFs) to characterize fuzzy sets defining the WHP as small, big, and good. The membership functions used are a Gaussian MF, a sigmoid MF, and a reverse sigmoid MF, as illustrated in Figure 5.




4.4. Genetic Operators


Crossover


We discuss four effective crossover methods in this paper—single-point crossover, two-point crossover, uniform crossover, and uniform two-point crossover—as outlined below.



A single-point crossover, also known as a simple crossover, involves selecting a random crossover point in the individual coding string and then exchanging the chromosome segments between parental individuals at that point. Figure 6 illustrates the schematic of the single-point crossover operation.



A two-point crossover involves setting two random crossover points in the individual coding strings and exchanging the segments between the parents at these points. The specific procedure for the two-point crossover is as follows:




	
Select two random crossover points in each of the paired individual coding strings;



	
Exchange the chromosome segments between the two individuals at these crossover points.








Figure 7 illustrates a schematic diagram of the two-point crossover operation.



A uniform crossover involves exchanging genes at each locus between two paired individuals with a certain crossover probability to produce two new offspring. Figure 8 illustrates this process. The specific operation is as follows:



	
Generate a random binary vector   {  β i  }   with the same length as the individual genes.



	
For each locus i, apply the following rules:




	
If    β i  = 0  , offspring 1 inherits the gene value from parent 1 at locus i, and offspring 2 inherits the gene value from parent 2 at the same locus.



	
If    β i  = 1  , offspring 1 inherits the gene value from parent 2 at locus i, and offspring 2 inherits the gene value from parent 1 at the same locus.
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Figure 8. Generating two offspring from two parents using uniform crossover. 






Figure 8. Generating two offspring from two parents using uniform crossover.
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A uniform two-point crossover involves randomly generating two crossover points in two parental individuals, A and B, and then performing gene exchanges based on random integers (0, 1, or 2) to create two new individuals. The process is as follows:




	
When the random number is 0, the crossover occurs in the front part of the individual.



	
When the random number is 1, the crossover happens in the middle part.



	
When the random number is 2, the crossover takes place in the back part of the individual.








In each iteration, a random number   p  c o    between 0 and 1 is generated, and the following rules apply:




	
If    p  c o   ≤  p  O P    , a one-point crossover is applied.



	
If    p  O P   <  p  c o   ≤  p  T P    , a two-point crossover is applied.



	
If    p  T P   <  p  c o    , a uniform crossover is applied.










4.5. Mutation


Allowing genes to mutate with a certain probability during the inheritance process helps prevent the computation from being confined to local optima in genetic algorithms. The mutation probability is a value that needs to be carefully determined. Our mutation rate ( γ ) control is based on the One-Fifth Success Rule (OFSR). The four rules for controlling  γ  are as follows [44]:




	
Rule 1: If    p s  =   1 5    , then    γ  t + 1   =  γ t   .



	
Rule 2: If    p s  >   1 5    , then    γ  t + 1   = C ×  γ t   .



	
Rule 3: If    p s  <   1 5     and      γ t  C   < 1  , then    γ  t + 1   =    γ t  C    .



	
Rule 4: If    p s  <   1 5     and      γ t  C   > 1  , then    γ  t + 1   = 1  .








Here,   p s   represents the mutation success probability over the past k generations, and t is the iteration number. Note that  γ  and C are values less than 1. To increase  γ , it is multiplied by C (Rule 2). Additionally,  γ  cannot exceed 1, so if     γ t  C    is greater than 1,  γ  should be set to 1 (Rule 4).



A random number,   p mu  , between 0 and 1 is generated for each offspring gene. If    p mu  > γ  , the gene remains unchanged. If    p mu  ≤ γ  , the gene is mutated according to one of the following methods: interchange mutation, inversion mutation, or insertion mutation.



Interchange mutation: Two randomly chosen genes within the chromosome are swapped (Figure 9).



Inversion mutation: The genes between two randomly chosen cut-points are reversed (Figure 10).



Insertion mutation: A gene is chosen randomly and inserted into another position within the chromosome (Figure 11).



For each gene about to be mutated, the following rules apply:




	
If      p μ  γ   ≤  p int   , then apply interchange mutation.



	
If    p int  <    p μ  γ   ≤  p inv   , then apply inversion mutation.



	
If    p inv  <    p μ  γ    , then apply insertion mutation.









4.6. Local Search


A local search identifies better individuals near the optimal individuals in each generation’s population. Based on Proposition 2, the proposed local search achieves overall optimization by exchanging orders within the same batch between different machines.



In Figure 12, the total processing time of Machine 1 is greater than that of Machine 2. Additionally, the processing time of batch ‘a’ on Machine 1 is greater than that of batch ‘a’ on Machine 2. To optimize production, the contents of batch ‘a’ on the two machines are exchanged, resulting in a new gene. The Total Net Profit (TNP) before and after the swap is compared, and the better one is retained. When a batch is produced on multiple machines simultaneously (machine number   l ≥ 3  ), the two machines with the largest difference in total processing time are prioritized for exchange.



Three constraints may be violated in the proposed chromosome. Therefore, we use a modification mechanism that effectively addresses these issues [42].



	
Constraints That May Be Violated:




	
Directing Delivery Constraint: A batch cannot contain orders from two or more customers.



	
Vehicle Capacity Constraint: The total occupied space of all orders in a batch should not exceed the maximum capacity of a vehicle.



	
Company Vehicle Number Constraint: At most, V batches can be transported by the company.








	
Modification Mechanism:




	Step 1.

	
For all batches that violate the Directing Delivery Constraint, retain the orders belonging to the family of the first order and remove all other orders.




	Step 2.

	
For all batches that violate the Vehicle Capacity Constraint, keep orders as long as the total occupied space does not exceed the vehicle capacity.




	Step 3.

	
Place all removed orders in their respective family batches as long as the vehicle capacity is not exceeded; otherwise, form new batches using these orders.




	Step 4.

	
For all formed batches, retain the first V batches to be transported by the company and transport the remaining batches using the third-party logistics (3PL) provider.














5. Computational Experiment


5.1. Parameter Settings


We tested the fitness of the initial population with three different customer numbers: 15, 10, and 5. The order number for each customer was randomly generated within the ranges [0, 15], [0, 10], and [0, 5]. Therefore, the problem can be divided into six different-sized problems: 15 × 10, 15 × 5, 10 × 10, 10 × 5, 5 × 10, and 5 × 5. In this notation, the first number represents the number of customers, the second number represents the number of orders per customer, and their product indicates the total order number.



We randomly generated parameters for the test cases within reasonable ranges based on the parameter settings used in previous similar studies. The ranges for these parameters are as follows:




	
Fixed cost of starting a machine: 30;



	
Machine number: 3 to 6;



	
Unit revenue for each order: 30 to 60;



	
Processing time: 10 to 16;



	
Size of an order: 1 to 7;



	
Transportation time: 1 to 4;



	
Tardiness cost: 3 to 9;



	
Cost of transportation by the company: 20;



	
Fixed cost of transportation by the 3PL provider: 8;



	
Variable cost of transportation by the 3PL provider: 4;



	
Transporter capacity: 20;



	
Due date: generated randomly within a certain range for each order.








The population size was set to 70, with a total of 1000 iterations.




5.2. Computation Results


Each example varies even if the number of customers remains constant since the order number is generated randomly for each customer. We compared the advantages and disadvantages of the primary populations generated by H1, H2, and H3 under different conditions by generating 50 examples for each scale.



The initial population generated using H3 consistently outperforms those from H1 and H2 from Table 2. To evaluate the algorithm’s convergence, we conducted 1000 iterations on a problem size of 15 × 10 (see Figure 13).



The algorithm achieves nearly optimal results within approximately 150–200 generations, as shown in Figure 13. As described in Section 4.6, the results obtained directly through the genetic algorithm before any corrections may violate some constraints. Therefore, the results need to be corrected using the correction method detailed in Section 4.6. The need to correct the results may cause the convergence of the calculations to fluctuate within a small range. We also compared the convergence performance of different initial solutions, as shown in Figure 14 and Table 3.



In Figure 14, we observe that the algorithm consistently achieves nearly optimal results within 150–200 generations. H1, H2, and H3 represent three distinct initial solutions, each of which produces unique feasible outcomes. H2 shows a clear advantage in solution quality after sufficient generations, while H3 converges rapidly. As indicated in Table 2, although H3 quickly narrows down to a range close to the optimal solution, H1 and H2 continue to improve and provide better solutions with additional iterations. This suggests that the initial population generated by H3 might exclude some high-quality genes.



By artificially limiting the number of machines and comparing the benefits of starting different numbers of machines, we observe that, with a sufficient number of orders, e.g., 15 × 10, increasing the number of machines significantly boosts the benefit, as shown in Figure 15. However, after reaching a certain number, the benefit no longer increases. If the number of machines continues to rise, the revenue may slightly decrease, indicating that the current number of machines is sufficient to meet production needs. Further increasing the number of machines will only raise the fixed startup costs without a substantial additional benefit.



The optimal number of machines to start varies with different problem scales, as shown in Table 4. As the problem scale increases, starting more machines yields a greater benefit.





6. Conclusions


In this paper, we addressed the problem of order splitting in factory production by considering the number of machines to start, how to split the orders, and how to optimize production, constructing a corresponding mathematical model. Based on this model, we designed a genetic algorithm incorporating the One-Fifth Success Rule (OFSR) to dynamically adjust the mutation rate and optimize the calculation process. The effectiveness of the model and algorithm was validated through a design example, demonstrating that the algorithm achieves good convergence and obtains nearly optimal results within 150–200 generations.



We also designed and tested three different initial populations based on the problem studied. The results indicate that H3 generally provides a better initial population and converges quickly to a favorable fitness range across various problem scales. In contrast, H2 outperforms H1 and H3 in terms of population quality after more than 500 iterations. This suggests that, although constructing a high-quality initial population can accelerate convergence, it may reduce genetic diversity and risk losing valuable genes.



Finally, we calculated the optimal number of machines to start for different problem scales, considering factors such as unit production costs, fixed startup costs, order tardiness costs, and third-party logistics transportation costs. This analysis provides valuable insights to support production and operational decisions for enterprises.
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Figure 1. Genetic algorithm flow chart. 
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Figure 3. Production sequence. 
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Figure 5. Fuzzy term MFs: reverse sigmoid MF, sigmoid MF, and Gaussian MF. 
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Figure 6. Generating two offspring from two parents using single-point crossover. 
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Figure 7. Generating two offspring from two parents using two-point crossover. 
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Figure 9. Interchange mutation. 
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Figure 10. Inversion mutation. 






Figure 10. Inversion mutation.
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Figure 11. Insertion mutation. 
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Figure 12. Schematic diagram of local search. 
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Figure 13. The convergence of the algorithm with 15 customers (1000 generations). 
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Figure 14. Convergence of three initial solutions (1000 generations). 
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Figure 15. The relationship between the number of machines used and revenue with 15 customers. 
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Table 1. Notations.
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Notation

	
Description






	
Sets:




	
N

	
The set of all orders




	
L

	
The set of machines, indexed by l




	
K

	
The set of customers, indexed by k




	
   N k   

	
The set of orders of customer k




	
V

	
The set of all vehicles,   V =  V s  ∪  V h   




	
   V s   

	
The set of owned vehicles




	
   V h   

	
The set of 3PL vehicles




	
   P l   

	
The set of positions in the production queue of machine l, indexed by p




	
Parameters:




	
   Q i   

	
The revenue of order i




	
   f l m   

	
The fixed startup cost of machine m




	
   f k s   

	
The fixed usage cost for using owned vehicles to transport goods to customer k




	
   f k h   

	
The fixed usage cost for using 3PL vehicles to transport goods to customer k




	
   w i   

	
The unit time tardiness cost of order i




	
   δ k   

	
The unit freight cost for 3PL service to customer k




	
   T i   

	
The processing time required to complete order i




	
   S i   

	
The size of order i




	
   C v   

	
The loading capacity of vehicle v




	
   τ k   

	
The travel time to customer k




	
   D i   

	
The desired time for order i




	
Variables:




	
   y i   

	
Equals 1 if order i is accepted and 0 otherwise




	
   g l   

	
Equals 1 if machine l is started and 0 otherwise




	
   ω i   

	
The total tardiness time of order i




	
   u  v k    

	
Equals 1 if vehicle v serves customer k and 0 otherwise




	
   t i c   

	
The completion time or loading time of order i




	
   t i a   

	
The arrival time of order i at the customer’s location




	
   A  i v    

	
Equals 1 if order i is assigned to vehicle v and 0 otherwise




	
   t v   

	
The departure time of vehicle v











 





Table 2. The initial solutions (primary populations) obtained after generating 50 examples for each scale.
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	Problem Size
	15 × 10
	15 × 5
	10 × 10
	10 × 5
	5 × 10
	5 × 5





	H1 Optimal Proportion
	21%
	23%
	19%
	24%
	28%
	32%



	H2 Optimal Proportion
	15%
	14%
	17%
	18%
	25%
	29%



	H3 Optimal Proportion
	65%
	63%
	64%
	58%
	47%
	39%










 





Table 3. Computational results for every 50 iterations.






Table 3. Computational results for every 50 iterations.





	H1
	759, 867, 906, 1074, 1101, 1083, 1074, 1065, 1055, 1059, 1065, 960, 1049, 1009, 1035, 987, 1057, 991, 1054, 1002



	H2
	487, 729, 894, 966, 1017, 1022, 1021, 973, 981, 988, 965, 1085, 1130, 1188, 1216, 1162, 1215, 1213, 1217, 1212



	H3
	583, 854, 1029, 1089, 1041, 1001, 1109, 1042, 1115, 1083, 1104, 1099, 1095, 1083, 1107, 1086, 1159, 1131, 1011, 1137










 





Table 4. Optimal number of machines to start for different problem scales.






Table 4. Optimal number of machines to start for different problem scales.





	Problem Size
	15 × 10
	15 × 5
	10 × 10
	10 × 5
	5 × 10
	5 × 5





	Optimal number of starting machines (sets)
	4
	3
	3
	2
	2
	1
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