

  systems-09-00022




systems-09-00022







Systems 2021, 9(2), 22; doi:10.3390/systems9020022




Article



Systemic States of Spreading Activation in Describing Associative Knowledge Networks II: Generalisations with Fractional Graph Laplacians and q-Adjacency Kernels



Ismo T. Koponen[image: Orcid]





Department of Physics, University of Helsinki, P.O. Box 64, FI-00014 Helsinki, Finland







Academic Editor: Vladimír Bureš



Received: 7 March 2021 / Accepted: 26 March 2021 / Published: 29 March 2021



Abstract

:

Associative knowledge networks are often explored by using the so-called spreading activation model to find their key items and their rankings. The spreading activation model is based on the idea of diffusion- or random walk -like spreading of activation in the network. Here, we propose a generalisation, which relaxes an assumption of simple Brownian-like random walk (or equally, ordinary diffusion process) and takes into account nonlocal jump processes, typical for superdiffusive processes, by using fractional graph Laplacian. In addition, the model allows a nonlinearity of the diffusion process. These generalizations provide a dynamic equation that is analogous to fractional porous medium diffusion equation in a continuum case. A solution of the generalized equation is obtained in the form of a recently proposed q-generalized matrix transformation, the so-called q-adjacency kernel, which can be adopted as a systemic state describing spreading activation. Based on the systemic state, a new centrality measure called activity centrality is introduced for ranking the importance of items (nodes) in spreading activation. To demonstrate the viability of analysis based on systemic states, we use empirical data from a recently reported case of a university students’ associative knowledge network about the history of science. It is shown that, while a choice of model does not alter rankings of the items with the highest rank, rankings of nodes with lower ranks depend essentially on the diffusion model.
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1. Introduction


Associative knowledge networks are kinds of semantic networks connecting words, terms or concepts, thus representing mutual dependency of items that consists of the network [1,2,3]. Associative knowledge networks (AKNs) are widely used in several fields of research: in cognitive sciences, learning psychology [4,5,6,7] as well as artificial intelligence [1,2,3]. In many cases, the networks of interest are complex in that important connections between items are not only local pairwise connections, but also long contiguous paths through intermediate, mediating items. To understand the dynamics and functioning of such complex networks in knowledge acquisition, accommodation and retrieval, methods that take into account the global connectivity and its role in dynamics of the network are needed [4,5,6,7,8,9]. A widely used approach for that purpose is a so-called spreading activation model [8,9,10,11,12,13,14,15,16], which assumes that importance of items in an associative network is related to capacity of the item (node) to channel information or messages to activate other nodes within the network. In this, spreading activation models utilize random walks or diffusion-like processes to explore spreading of activation from an item to another within the network [13,14,15,16]. In a recent study [17], we suggested a systemic state approach to model spreading activation, where systemic states correspond to dynamic states of network in spreading activation. This study is a continuation of the previous work [17] and introduces further generalisations that take into account a possibility of non-locality and nonlinearity of the spreading process. Before discussing the generalised model in detail, we next briefly summarise main features of the spreading activation approach, key ideas of a generalised model suggested here, and, finally, a context of application [18], which is the same as in the previous study [17].



The spreading activation model is developed to model acquisition, accommodation, retrieval and memorization of terms, concepts or words that consist of the associative knowledge network (see [4,8,9,10,11,12] and references therein). The key notion in spreading activation is that when a node (word, term or concept) in a network is activated, that activation spreads to other nodes, through connections within network, and thus affects the state of the network holistically [8,9,10,11,12,13,14,15,16]. Approaches embodying the notion of spreading activations are based on random walk processes on a network, many of them employing the idea of local, Brownian type of random walk, which is typical for a normal diffusion-like spreading process [13,14,15,16]. In this picture, the way to characterise the importance of nodes is not directly based on their structural roles, but on how a random walker visits or stays on a given node, and thus on a functional role of node in the spreading process. Of course, structural and functional roles are connected because the structure determines paths available for the random walker [13,14,15,16]. In a closer look, spreading activation, as a process related to cognition, does not need to be restricted to a Brownian random walk or normal diffusion; generalisations to nonlocal and nonlinear diffusion processes are obvious candidates as possible and more general dynamic models of spreading activation.



In this study, we propose a model for spreading activation that generalises the diffusion or random walk process by relaxing the assumption of simple Brownian-like random walk (or, equally, the ordinary diffusion process) and allowing nonlocal jump processes typical for superdiffusive processes effectively connecting remotely related nodes in a network. In that, we follow recent advances in modeling nonlocal and superdiffusion-like dynamics on complex networks [19,20,21,22,23,24], in particular by using fractional graph Laplacians [25,26,27] that are closely related to so-called k-path Laplacians [28,29]. In addition to nonlocal diffusion, the basic diffusion model is constructed as a nonlinear one, in parallel to diffusion-process occurring in fractal or porous medium. These generalisations provide a dynamic equation that is analogous to a fractional-porous medium diffusion (FPMD) equation in a continuum case [30,31,32]. The solution of the generalised equation is obtained in the form of a recently proposed q-generalised matrix transformation called q-adjacency kernels [17,33], which provide dynamic, systemic states describing spreading activation in the network. With the systemic states, we define a new centrality measure, called activity centrality used as a basis for rankings of nodes that are the most important ones in the spreading activation process.



As a concrete example, to demonstrate the viability of analysis based on systemic states, we use empirical data from a recently reported case of university students’ associative knowledge networks (AKNs) about the history of science [18]. The same networks were used in a previous study [17], where the roles of the sub-networks on the systemic states were explored. Here, the focus is on rankings of key items and changes in rankings as they depend on non-locality and nonlinearity of the spreading activation process. It is shown that, while the choice of model does not affect the highest rankings, the rankings of items with intermediate ranks and lower, however, depend strongly on the choice of the model. Consequently, this calls attention to more detailed considerations of the basic nature of the spreading activation and guides attention to the importance of considering alternatives for simple Brownian diffusion as a model of the basic process.




2. Materials and Methods


The main topic of this study is the introduction of a generalised model of spreading activation in a complex network and corresponding systemic states that describe the dynamics of spreading. This study is a continuation of recent previous work, where systemic states for spreading activation were introduced to explore the role of sub-networks in spreading activation [17]. Here, the model is generalised to take into account the possibility of nonlocal diffusion, analogous to superdiffusion [19,20,21,22,23,24]. We introduce systemic states corresponding to generalised diffusion models and a new generalised centrality measure called the activity centrality for characterization of key items (nodes). To demonstrate how the model performs in the case of a specific network, we have chosen to use a the same AKN as also used in two previous studies [17,18] but which focused differently than the present one. Before introduction of the model for spreading activation, we provide a short summary of relevant aspects of the AKN we are using as an example.



2.1. The Associative Knowledge Network to Be Explored


The associative knowledge network (AKN) used here as an example is based on empirical data collected from a science (physics) history course for third and fourth year (pre-service teacher) students (for details, see [18]). The course focused on science history roughly from the years 1550 to 1850 from a viewpoint of placing the history of physics and science as a part of general history. The data set consisted of students’ associations of pairwise connections in the form of mutually connected pairs (as e.g., Newton–Gravitation) between persons, ideas, inventions, and events during the three centuries. In finding the items to match in pairs, students used Wikipedia as a source most often [18]. The set of data in the form of connected (dyadic) pairs provided by 25 students was then agglomerated to obtain an agglomerated AKN consisting of all different connections to be found in data sets from 25 individual students. The agglomerated AKN turned out to have a rich community structure, organized around temporal periods, and, structurally, it was found to be a heavy-tailed network [17,18].



Here, the data from [18], made available for the present study, is analysed from the perspective of spreading activation. In using the agglomerated AKN as an example, we have chosen to take into account only nodes having at least two links (called 2-core of the network) of the whole network because auxiliary and peripheral nodes with single connections are only of low relevance for spreading activation. The 2-core consists of about 600 nodes and 1500 links (the original network has 1300 nodes and 2500 links).




2.2. Diffusion Models and Generalised Systemic States


A model for spreading activation, which allows for exploring AKNs, is developed in three steps, schematically shown and summarised in Table 1, with a figure that shows how long jumps connect distant nodes, not directly connected.



First, and most importantly, the model is constructed so that it is entirely based on information of links connecting the nodes of network, in the form of adjacency matrix  A  (for a detailed definition, see below) that describes the connectivity of the network. Such a model greatly facilitates analysis networks, when analysis can be entirely conducted on the basis of matrix transformations (see [33] and references therein). Second, we note that, although spreading activation is obviously a diffusion-like process, we still have many different kinds of diffusion-like processes, from ordinary random walks to more general types of random walks. Therefore, we develop here as general a model as possible within the chosen framework of random walk in a network. Third, we introduce a generalised systemic state  ρ  that describes the spreading activation in a network. Finally, based on systemic states, we introduce a centrality measure called activity centrality K to characterize the importance of nodes in the spreading activation.



In describing diffusion or a random walk in a network, a so-called graph Laplacian has a key role [34,35]. The graph Laplacian   L = D − A   is defined in terms of adjacency matrix  A  with     [ A ]   i j   =  a  i j    , where    a  i j   = 1   if nodes i and j are connected and otherwise    a  i j   = 0  . In what follows, symmetric adjacency matrices    a  i j   =  a  j i     are assumed. The diagonal matrix  D  is composed of elements     [ D ]   i i   =  d i   , where    d i  =  ∑ j   a  i j     is the degree of node i. The matrix elements of the so defined graph Laplacian are thus given by     [ L ]   i j   =  d i   δ  i j   −  a  i j    , where   δ  i j    is Kronecker’s delta as usual. The graph Laplacian  L  can be interpreted as a discrete Laplacian operator describing random walk in a network, analogous to ordinary Laplacian operator   ∇ 2   in a normal diffusion equation [34,35]. Assume next that a given property of node that is relevant for its role in diffusive spreading (e.g., information content of node or any property it delivers or funnels into a network) is denoted quantity    p i  ∈  [ 0 , 1 ]    and a collection of their values for all nodes by a vector    p ¯  =  (  p 1  ,  p 2  , … ,  p N  )    in a network of N nodes. Note that it is not necessary to define the property   p ¯   in more detail because the focus of interest will be the diffusion propagator used to describe the diffusion (spreading) dynamics of the network. The diffusion process in a network, by using graph Laplacian  L , can be then described by discrete difference equation [34,35] (see also [19,23])


    d  p ¯    d τ   = − L   p ¯  ,  



(1)




This equation has a solution    p ¯  = exp  [ − τ L ]     p ¯  0   , where  τ  has a role analogous to time and    p ¯  0   is the initial state. According to this picture, the propagator   exp [ − τ L ]   regulates how a property described by   p ¯   spreads out in that diffusion process.



To generalise the conventional diffusion model in Equation (1), we first introduce a normalized graph Laplacian that attributes to each node a regularized probability, independent of the specific node degree, to participate in the spreading activation. Such a graph Laplacian is not restricted to conserve a total flow of information (or substance), a constraint that is often unnecessarily restrictive and, in particular, for cases where flows are not a physical substance. Therefore, in many applications related to information flows or network search, it has been found to be a recommended practice to rely on such regularization [19,20,21]. The regularized, normalized and symmetric graph Laplacian is defined as   ℒ =   D   − 1 / 2   L   D   − 1 / 2    . Here, however, to prepare ground for generalisation, we use more general fractional graph Laplacian [25,26,27]


    ℒ   ( α )   =   D   −  α 2       L  α     D   −  α 2    ,      α ∈  [ 0 , 1 ]   



(2)




The fractional graph Laplacian    ℒ   ( α )    describes a nonlocal random walk, occurring as long effective jumps in a network. It makes distantly connected nodes (i.e., nodes connected through many intermediate links) better available for a random walker through a single jump [25,26,27]. In the limit   α → 1  , the generalised definition in Equation (2) reduces to an ordinary normalized graph Laplacian  ℒ . The fractional graph Laplacian as defined in Equation (2) closely resembles so-called k-path Laplacians [28,29] also used in the description of superdiffusive processes on graphs and networks [28,29]. The form in Equation (2) is adopted here because of mathematical convenience of simple matrix transformation and how it provides a connection point to some well-known centrality measures (as will be discussed shortly after). In addition, fractional graph Laplacian (as also the k-path Laplacian) is analogous to fractional Laplacian operators   ∇  2 α    appearing in mathematical descriptions of anomalous superdiffusion (i.e., faster than ordinary diffusion) [30,31,32].



By using the fractional graph Laplacian    ℒ   ( α )   , we can now introduce a generalised diffusion model, which allows long-jumps and, in addition, is nonlinear, in form


    d  p ¯    d τ   = −   ℒ   ( α )      p ¯  γ  ,      α ∈  [ 0 , 1 ]  ,  γ ∈  [ 1 , 2 ]   



(3)




In Equation (3), parameter  γ  is now taking into account the nonlinearity of random walk by weighting more the nodes with high values of   p k  , analogously to diffusion in fractal or porous medium, where similar nonlinearity takes into account that the medium where random walk occurs is non-homogeneous [30,31,32]. Such a generalisation is rather obvious for a network, in particular for a heavy-tailed network. The nonlinearity was already introduced in a previous study [17], and it was shown to provide a basis of exploring in detail the role of sub-networks in spreading activation.



It is straightforward to show by direct integration [33] (see also [36,37]) that a (normalized) solution of Equation (3) is    p ¯  =  ρ  α γ    ( τ )     p ¯  0    (for initial state    p ¯  0  ), where


   ρ  α γ    ( τ )  =  Z  α γ   − 1      [  I −  ( γ − 1 )  τ   ℒ   ( α )    ]   −  1  γ − 1      ,     



(4)




with    Z  α γ   = Tr    [  I −  ( γ − 1 )  τ   ℒ   ( α )    ]     − 1 / ( γ − 1 )     as the normalization factor. In Equation (4), the expression    exp q   [ x ]  ≡   [  I −  ( q − 1 )  x  ]   − 1 / ( q − 1 )     is the q-generalised matrix exponential, which in the limit   q → 1   approaches the normal matrix exponential [36,38,39,40]. The solution in Equation (4) has the form of q-adjacency kernel (with   q = γ  ) and has the well known limits   γ → 1   of exponential adjacency kernel and   γ → 2   of Neumann adjacency kernel [33,41,42]. Note that the convergence of matrix transformation requires that parameter  γ  is limited to range   γ ∈ [ 1 , 2 ]   (compare with [33]).



The solution   ρ  α γ    in the form of a normalized q-adjacency kernel has the central role in regulating the spreading activation when modelled as a diffusion or random walk process. Consequently, we now take the   ρ  α γ    in Equation (4) to represent the state of network in spreading activation at a given value of time-like parameter  τ  and refer to it as a generalised systemic state in what follows. The generalised systemic state is for all parameters in range   α ∈ [ 0 , 1 ]   and   γ ∈ [ 1 , 2 ]   a well-defined positive semidefinite matrix possessing eigenvalues which are equal or larger than zero (and thus a proper density matrix) [36,38,39,40]. In that, it is analogous to a normalized propagator (i.e., probability density functions) describing diffusion in fractional porous medium. It should be noted that a fractional porous medium diffusion (FPMD) equation is also solvable for the same parameter range as Equation (3), although closed form solutions are known only in special cases [30,31,32]. While fractional graph Laplacians have been used in the description of diffusion in networks [25,26,27] and differential fractional Laplacians with nonlinearity to describe continuum FPMD [30,31,32], to our knowledge Equations (3) and (4) provide a new generalisation to graphs.




2.3. Activity Centrality Based on Systemic States


The systemic state   ρ  α γ    in Equation (4) is a complete description of the spreading activation as based on generalised diffusion Equation (3). However,   ρ  α γ    is a large matrix and is difficult to use to get a simplified picture of the evolution of the system. In Brownian random walk models of spreading activation, the focus has been on how a random walker visits different nodes. Such condensed relevant information is obtained from diagonal- and off-diagonal elements of   ρ  α γ   . The diagonal values of the systemic state provide information of the return probability of the random walker on the given node, while the sums of off-diagonal values provide information of the escape probability, related to capacity of the node i to funnel the random walkers to other nodes in the network. Consequently, we define the return- and escape probabilities    π R   ( i )    and    π E   ( i )    of node i through the matrix elements of the systemic state   ρ  α γ    as follows (compare with [23,25,26,27])


   π R   ( i )  =   [  ρ  α γ   ]   i i   ,       π E   ( i )  =  ∑ j     [  ρ  α γ   ]   i j    



(5)




In what follows, only relative probabilities scaled to range [0,1] are of interest and therefore we use scaled values    π x  →  (  π x  − Min  [  π x  ]  )  /  ( Max  [  π x  ]  − Min  [ p  i x  ]  )   , where   x ∈ { R , E }  . In a stable, stationary state, the values of   π R   and   π E   begin to correlate (as will be seen), although the absolute values may be quite different. The onset of strong correlations between return and escape probabilities can be taken as a sign of stabilisation of the system to a (quasi) stationary state. Consequently, we define the activity centrality   K ( i )   of node i as a geometric average


  K  ( i )  =   [  π R   ( i )    π E   ( i )  ]   1 2    



(6)




When activity centralities   K ( i )   defined as in Equation (6) reach stationary values, we use them as a basis to form rankings of nodes according to their importance in spreading activation, that is, in funneling information to network. For a baseline model with   α = 1   and   γ = 1   corresponding to normal diffusion (and Brownian random walk), the activity centrality K comes close to the well-known PageRank centrality [43] and thus provides essentially similar rankings as (see, e.g., [19,25,26,27]). Such correlations are of course expected because PageRank centrality is essentially based on random walk exploration of the network [43] (see also [34,35]), and, as such, is closely related to spreading activation models [16]. The generalization here in that it uses the normalized graph Laplacian is related generalization of a so-called quantum-PageRank [19,20,21], which allows non-locality of random walks. This non-locality is further enhanced by using a fractional normalized graph Laplacian [25,26,27]. Therefore, the activity centrality K as defined in Equation (6) can be taken as a generalization of the PageRank centrality in a similar spirit to the quantum-PageRank. For models with other values   α ≠ 1   and   γ ≠ 1  , it is not so obvious how PageRank and activity centrality K correlate. It is expected that, for the highest ranking nodes in the network, changes in rankings when based on activity centrality are not dramatically different from rankings based on PageRank. In the case of lower ranking nodes, the changes can be, however, significant as will be seen.





3. Results


The model of spreading activation in exploring associative knowledge networks is next applied to find key items in an agglomerated associative knowledge network (AKN) that represents university students’ (pre-service science teachers) knowledge of the history of science. The agglomerated AKN consists of pairwise associations of 597 items (nodes). The same network has been analysed previously by using more traditional, structural centrality measures [18]. Results for ranking of nodes provided here can be compared with the results of that previous analysis.



3.1. An Example: An Agglomerated Associative Knowledge Network


An overall visual appearance network (only the most central part) of the agglomerated AKN is shown in Figure 1, in a form of a so-called force embedded (or spring embedded) network [34,35], where most tightly connected parts are shown as the most strongly clustered regions. The nodes with the highest number of links attached to them (i.e., with degree centralities d) are persons, either scientists or scientist-philosophers. In addition, some nodes referring to scientific inventions and ideas are also among the nodes that attract many connections. These high affinity nodes, which act as kinds of hubs in the network, are listed in Table 2, with symbols referring to Figure 1. In general, the network has characteristics of a heavy-tailed complex network. The modular structure of the network [17,18] emerges from temporalisation (historical periods) as well as from thematic ordering (e.g., mechanics, thermodynamics, and electricity). Other details related to the structure of the network are discussed elsewhere [17,18].



The top 33 items (nodes) according to ranking based on the activity centrality K in the baseline model   ( α , γ ) = ( 1 , 1 )   (normal diffusion) and the degrees d of nodes are summarised in Table 2. Nearly all (31) of these top ranking nodes are the same for all models of spreading activation with all choices of parameters in the range of their variation in   α ∈ [ 0 , 1 ]   and   γ ∈ [ 1 , 2 ]  . Only items Boyle and Bernoulli (italicized in Table 2) are exceptions and not found among the top ranking 33 items in all models. Consequently, the top rankings are not model dependent.



In Table 3, 13 highest ranking items that are common in groups of at most of 25 highest ranking items are listed corresponding to sets obtained with different parameters  α  and  γ . The first two item-bands 33–46 and 47–60 in Table 3 contain all 13 items, which are always common. These items, although the relative rankings may change for different parameters  α  and  γ , are therefore always the common ones in all diffusion models. Taken together with results in Table 2, this indicates that about 60 highest ranking items are always the same ones, although some minor changes in their activity centrality may occur. In other groups of lower ranking items, the number of common terms in a group of 25 highest ranking terms is always less than 25, steadily decreasing with increasing index of rankings. In addition to results shown in Table 3, the next item-band 201–280 contains only six common items among 25 highest ranking ones in groups corresponding to different parameters. This indicates increasing variations in shared terms in the groups of lower ranking items. Some of the items always have the same ranking, irrespective of the model and choice of its parameters  α  and  γ . Most of them (shown in boldface in Table 2) are among the 25 highest ranking items or among the other relatively high ranking items (in boldface in Table 3). Only two items that retain their rankings in all models are not among the items listed in Table 2 and Table 3. Curiously, these items happen to be related to the general history of Finland and are thus of specific interest for Finnish students.



In summary, we can anticipate from the results in Table 2 and Table 3 that if only the sets of the highest ranking nodes (in Table 2) are of interest, then several not only different models but also several centrality measures provide similar rankings. This conclusion is suggested by comparison of results in Table 2 and Table 3 to results reported for the same set of data analysed by using more traditional centrality measures [18]. However, when items with lower rankings become of interest, this is not the case in general. For lower ranking items and the choices of the parameters of the model, specifying the type of spreading activation becomes of relevance. Similarly, in these cases, different centrality measures will nearly certainly produce different rankings. This behaviour is already indicated by results in Table 3. In what follows, we focus on the question of how rankings change when parameters of the mode are changed.




3.2. Changes in Rankings


The role of nodes in spreading activation is related to random walker’s return-probability   π R   on a node as well as its escape-probability   π E   from a node (see Equation (5)) at a given instant  τ  in the progress of exploration of the network. Note that, although  τ  is analogous to time, it is taken rather as a discrete external parameter that is related to the number of jumps in exploration of the network. The return and escape probabilities provide a complete enough description of the progress of exploration and the dynamic evolution of the state of the network. In what follows, we are mostly focusing on stationary states, but it is of interest to take first a closer look at how stationary states emerge from the dynamic behaviour.



In the beginning, at small values of  τ , the return and escape probabilities   π R   and   π E   for a given node are widely different, as is shown in Figure 2a (note that, in Figure 2, values of   π R   and   π E   are scaled to range   [ 0 , 1 ]  ) for the baseline case with in   ( α , γ ) = ( 1 , 1 )  . With increasing value of  τ  with progress in exploration of different routes and corresponding to a situation that many of the nodes are visited, the escape and return probabilities begin to correlate, indicating that a quasi-stationary state is reached, where the probabilities do not change appreciably. This situation is shown in Figure 2d. The overall behaviour is much the same for all diffusion models with all choices of parameters  α  and  γ . Differences are found only in details and a detailed shape of the final form of curve on which the results finally collapse. Consequently, the onset of correlation between values of   π R   and   π E   can be used as a proxy of stable, quasi-stationary state, in which case activity centrality K as defined in Equation (6) is an adequate measure to quantify the importance of a node in spreading activation.



The activity centrality   K i   of nodes is different in different models of spreading diffusion corresponding to different parameter combinations   ( α , γ )  . Figure 3 demonstrates the overall changes in rankings in the form of Kendall rank (tau) correlation coefficients between vectors    K ¯  =  (  K 1  ,  K 2  , … ,  K N  )    and    K ¯  ′ =  (  K 1 ′  ,  K 2 ′  , … ,  K N ′  )   , where   K ′   refers to values for each instant of  τ  with parameters   ( α , γ )   and K refers to values at the final stationary state at   τ max   of reference state with   ( α , γ ) = ( 1 , 1 )  . The Kendall rank correlation coefficient is chosen because it is a nonparametric correlation test, not assuming normal distribution of data. In the present case, the distributions of differences   Δ  K i  =  K i  −  K i ′    are a centralised distribution, nearly normally distributed. The mean  μ , standard deviation  σ , skewness   μ ˜   and kurtosis  κ  are initially    ( μ ± Δ μ , σ ± Δ σ ,  μ ˜  ± Δ  μ ˜  , κ ± Δ κ )   = ( 0.10 ± 0.05 , 0.25 ± 0.05 , 0.00 ± 0.20 ,     4.0 ± 1.0 )   and in the final, stationary state   ( − 0.02 ± 0.02 , 0.05 ± 0.01 , 0.05 ± 0.05 , 2.5 ± 0.5 )  ; thus, the shape of the distribution of differences   Δ  K i    changes from leptokurtic to slightly platykurtic. Although differences are moderate, Kendall rank correlation as a nonparametric measure, assuming no normal distributivity, is a preferable correlation measure here (compare e.g., [44] for similar analysis in a very similar context). Moreover, the characteristic values of distribution of differences show that, although the deviations from normal distribution are systematic, they are moderate enough to rule out problems related to possible outliers (which are not detected by visual inspection either). This means that p-values for Kendall rank coefficients, as they are based on z-score like quantities, can be performed. In all cases, correlations are statistically significant with p-values smaller than   10  − 6    and, in many cases, significantly smaller. In summary, we can conclude that correlations between K and   K ′   show that, in the stationary, stable state, correlations are always substantially high, but in the beginning of evolution (as also shown in Figure 2), with   τ ≪  τ max   , correlations are low and can be even negative, indicating that initial states of evolution are clearly different and depend on choice of the model.



In general, with low values of   α < 0.75   corresponding to the superdiffusion, the initial correlations have substantially high negative values, indicating reversed roles of nodes in spreading activity. This means that, in an initial state, nodes that eventually will have small return probabilities have initially high escape probabilities, but, in final states, a strong positive correlation between escape and return has been established (see Figure 2). This behaviour is expected because superdiffusion means more effective and nonlocal exploration of available paths, and thus diversity in paths explored. With increasing value of  γ , the correlations are systematically higher, indicating that increased nonlinearity counterbalances the diversity of paths explored. In continuum diffusion models, the paralleling effect is a formation of a boundary layer of diffusion when nonlinearity is increased. However, in all cases, in the final states, high positive correlations with the reference state is achieved, with very small differences in the limiting value of correlations.



The activity centrality   K i   of the item (node) is a basis to form rankings; the higher the value, the higher the ranking of the item. As we have seen, activity of a node may change substantially during the evolution towards the stable state. In Figure 4, how rankings of items from 1 to 330 change during evolution is shown in the case of four different models A–D corresponding to different parameters   ( α , γ )  . The cases are A (  α = 1 , γ = 1  ), B (  α = 0.5 , γ = 1  ), C (  α = 1 , γ = 1.75  ) and D (  α = 0.2 , γ = 1.75  ). In all cases, evolution is shown as a function of   τ /  τ max   , where   τ max   depends on parameter choices being larger, the larger the values of  α  and  γ  are. In Figure 4, the evolution towards the final stable state is shown and, therefore, the reference state is chosen to be the final stable state in each choice of parameters, meaning that final states at   τ max   are slightly different in cases A–D.



In Figure 4, we observe that, for model A with   ( α , γ )   = (1,1), evolution towards the final stable state occurs for some nodes with rather random-like changes in rankings. These nodes are sometimes increasing and sometimes decreasing their rankings. The more stable bands where neighbouring items behave similarly, either with an increase or decrease of rankings, are visible—for example, blue bands starting at locations marked in figures, and red bands located between them. With lower value of parameter  α  = 0.5 in model B, the random-like changes between increase and decrease in ranking becomes moderated, but otherwise the behaviour remains much the same. The most important difference is that, in model B, the value of   τ max   is smaller roughly by a factor of 100 in comparison to model A. This is as expected because low values of  α  correspond to superdiffusive behaviour and thus faster relaxation to a stable state.



The situation shown for model A in Figure 4 changes when the value of parameter  γ  is increased. Values   γ > 1   correspond to a situation that is analogous to diffusion in continuous porous or fractal medium, where diffusivity itself depends on density profiles of diffusing substance, i.e., here, on occupation of node as expressed by Equation (3). Such a nonlinearity in continuous diffusion leads to the formation of boundary layer in a diffusion front [30,31,32]. Here, an analogous effect in the case of models C and D with  γ  = 1.75 is more pronounced formation of bands of increasing (red bands) and decreasing (blue bands), which are more clearly bunched than in cases A and B where  γ  = 1.0. A similar effect of nonlinearity was already found in the previous study where sub-structures of the associative network were in focus [17]. The increase in nonlinearity by an increase in value of parameter  γ  thus enhances the tendency that neighbouring nodes behave in a similar way and thus sharp boundaries between such regions are formed. Moreover, as shown by comparing cases B and D to cases A and C, the effect of reducing the value of  α  (i.e., moving towards superdiffusion) appears to enhance in a similar way the formations of consolidated band-like structure; there is a segregation of regions where rankings increase from regions where it decreases. Finally, in all cases A–D, it interesting that there are borderlines, where one finds no crossings from increase to decrease in rankings. Some such borderlines are indicated in Figure 5. It is also seen that the high-activity nodes with high rankings in regions from 1 to about 35 are stabilised earlier than others and thus their rankings do not change in further evolution (see Table 2 and Table 3 for a summary of the stable items).



The rankings in final stationary state in different models are compared in Figure 5. In this case, the reference state is the same one in all cases, corresponding to the model A in Figure 4 with parameters with   ( α , γ )  = (1,1). In Figure 5, the five panels (a–e) show cases for increasing nonlinearity, with:  γ  = 1.0 (a); 1.25 (b); 1.50 (c); 1.75 (d) and 2.00 (e). In each of the cases (a–e), six different cases of diffusion (in order of increasing superdiffusion) are shown, with:  α =1.0, 0.75, 0.50, 0.25, 0.20, and 0.05. It is now seen that, in the case of about 40, the highest ranking items the rankings are essentially similar; choice of model does not make any difference if only these highest ranking items are of interest. The item ranks marked in Figure 5 (as well as in 4) correspond to different degrees, with the highest degree d in the end of band given in form R(d) as follows: 12(23); 27(19); 41(16); 58(13); 75(11); 90(9); 120(8); 146(7); 191(6); 240(5); 315(4); 420(3). The items with ranks 421–597 have only a minimum number of two links (the network includes only the 2-core of total network of about 1200 nodes).



In the case of items with intermediate rankings from 41 to 146, changes in rankings start to appear but yet remain moderate. In the region of ranks from 1 to 40, the degrees of nodes corresponding to different items are relatively high, rank 1 of item Newton with d = 64 to rank 40 with d = 16 of item Scientific method. The next band of items from 147 up to 240 has a more pronounced change in rankings, occurring in clear bands. With lower rankings and lower degrees, changes become more common, and nearly all items eventually change rankings. The largest changes of rankings in the band from 241 up to 597 are about ±150, meaning quite large differences in rankings for different models. In all cases, however, the degree of nodes constrains the changes in rankings, and, generally (although not exactly), changes in rankings occur within bands of constant degrees and only a few border crossings between different bands occur.



Complementary information of the changes in rankings and formation of banded structure associated with it is obtained when we form cumulative sums of the changes in rankings. In Figure 4 and Figure 5, red bands indicate increase in ranking while blue bands indicate decrease. In cumulative sums of the changes in rankings, we then observe regions, where the cumulative sum of the changes steadily increases, reaching a maximum and then begins to decrease. Figure 6 shows Kendall rank correlations of cumulative sums of the changes in rankings for final stationary states for in different models (a)–(e) shown in Figure 5. Here, as in the case of results in Figure 3, the Kendall rank correlation coefficient is preferred (compare also [44]). The distributions of differences in rankings   R i   and   R i ′   of item i (as based on corresponding activity centralities   K i   and   K i ′  ) and given by   Δ  R i  =  R i  −  R i ′    are again centralised distribution. The mean, standard deviation, skewness and kurtosis and their bounds of variations   ( μ ± Δ μ , σ ± Δ σ ,  μ ˜  ± Δ  μ ˜  , κ ± Δ κ )   are different in different item-bands as follows:   ( 0.5 ± 0.5 , 2 ± 2 , 0.5 ± 0.5 , 5.0 ± 1.0 )   for items   i < 75  ;   ( 1.5 ± 0.5 ,    13 ± 7 , 0.0 ± 0.5 , 5.0 ± 1.0 )   for items   75 < i < 315  ; and   ( 3.5 ± 1.5 , 27 ± 7 , − 0.5 ± 0.5 , 5.0 ± 1.0 )   for items   316 < i < 597  . In summary, the changes in rankings increase steadily with lowering of rankings (i.e., increasing value of i), while the distribution of   Δ  R i    is only slightly skewed but remains clearly leptokurtic throughout. In all cases (with similar arguments as discussed in context of Figure 3), correlations are statistically significant with p-values smaller than   10  − 6    and, in many cases, significantly lower. Correlations are relative to rankings in baseline model (a) (or A in Figure 4) with   ( α , γ )   = (1,1). For model (a) with  γ  = 1.0, we see that different values of  α  < 1 for enhanced diffusion produce clearly different rankings, indicated as different Kendall rank correlation that decreases with decreasing rank and increasing superdiffusion (i.e., decreasing value of  α ). However, up to about rank 40, with only a few exceptions, correlations are high, indicating once again that highest ranks remain intact. The banded structure is now very clearly visible as oscillations in cumulative sums, minima located at the boundaries of bands (border between red and blue bands in Figure 4 and Figure 5).



Interestingly, when nonlinearity is increased by increasing the value of parameter  γ , we observe that all correlations begin to approach the limiting correlations obtained with the lowest values of  α  = 0.05, obviously representing limit   α → 0  . In addition, in model (e) with the highest nonlinearity,  γ  = 2.0 correlations (and thus rankings in that model) are the same for all values of  α  and correspond to the highest attainable superdiffusion. In a sense, this is the most stable limiting case and the most different in comparison to the baseline model.



Results in Figure 6 show clearly that, with lower rankings, correlations decrease, meaning that increasingly more changes occur with increasingly lower rankings, and that a different choice of diffusion models produces clearly different rankings for items with rankings from 60–70 onwards, while higher ranks from 1 to about 35–40 remain much the same in all models. The largest relative changes in rankings (i.e., the largest differences in correlations between peaks and valleys in correlation curves) are obtained either with the most efficient superdiffusion (the lowest values of  α ) or with the strongest effect of nonlinearity (the highest value of  γ ). Moreover, in these cases, correlations in the changes in ranking are very similar. Obviously, superdiffusion and nonlinear dependence both enhance the effect of exploring the network more effectively; superdiffusion finding faster remotely connected nodes but yet importance in spreading activation, nonlinearity putting weight on these same nodes through nonlinear weighting. The combined effect, as shown by results in Figure 4 and Figure 5 as well as in Figure 6, is strong segregation into groups where rankings either diminish or increase.





4. Discussion


We have introduced here a model that embodies and quantifies the spreading activation theory related to exploration of semantic networks, in particular as it has been applied in describing the associative knowledge networks (AKNs) [10,11,12]. The core idea of conventional models of spreading activation is an assumption that activation of nodes in AKNs is a diffusion-like or Brownian random walk process [4,13,14,16]. However, the assumption that only conventional diffusion or a Brownian random walk should be of interest for AKNs is restrictive and not necessarily the best option from the point of view that what is known about cognitive processes spreading activation is meant to describe. For example, there is little reason to assume that routes or paths are accessible only through sequential jumps between links, thus ruling out easy and fast association between items separated by longer paths. Moreover, one may expect that probability of occupation of given node during the diffusion or random walk process may depend on the occupation probability nonlinearly, like a diffusion in fractal or porous medium [30,31,32]. To generalise spreading activation models, we proposed a model inspired by recent advances in modelling dynamic processes in complex networks, by taking into account the possibility of nonlocal diffusion (superdiffusion) and nonlinearity of the diffusion process.



The generalised model introduced here is based on graph Laplacian, usually used in description of complex networks and in finding its key nodes and their rankings. The graph Laplacian is the basic quantity in describing random walk in a network by using only matrix transformations. This is analogous to describing ordinary diffusion by using a partial differential equation and Laplace operator (therefore the name graph Laplacian) [34,35]. The graph Laplacian was normalized to relax the constraint on conserved flows, which is restrictive and not necessarily tenable for modelling (non-substantial and non-physical) flows of interest for spreading activation. This modification is similar to that used to obtain so-called quantum-PageRank, providing a more holistic exploration of the network than the ordinary PageRank [19,20,21]. The superdiffusive spreading, on the other hand, was modelled by introducing the fractional form of normalized graph Laplacian [25,26,27]. The fractional graph Laplacian is analogous to fractional Laplace-operator in fractional calculus, used to model superdiffusion in continuum diffusion models [30,31,32]. In addition, the nonlinearity of the diffusion model was shown to lead to a general solution in a form q-generalized adjacency kernel [33], which can be then adopted as a generalized systemic state describing the network in spreading activation (compare with [17]). The resulting model and systemic state as its solution is then analogous to a fractional porous medium diffusion (FPMD) equation applied to model anomalous diffusion in continuous (but heterogeneous or porous) medium [30,31,32].



Interestingly, models that share many similarities with the model proposed here have been utilized to model human–machine control processes and human operator systems, and feedback and memory effects related to them [45,46]. Although such contexts differ from the context, where spreading activation is of interest, in both cases, one can recognise the role of making choices, memory of encountered states during the process, and how cues affect choices and decisions made. In the present context, many such factors underlie not only the formation of the structure of network but also the dynamics of how choices are made between different paths or routes to progress in that network. For future research, the approach on spreading activation making use of control systems theory utilizing fractional Laplacian operators [45,46] might be an interesting avenue to pursue.



The proposed generalized model of spreading activation and activity centrality in forming the rankings was explored here in the case of AKN based on university students’ knowledge about the history of science, recently explored by using static centrality measures [18] as well as the role of sub-networks in spreading activation [17]. The analysis based on spreading activation presented here shows that, for nodes that have a high degree and high centrality in terms of traditional measures, all variants of spreading activation models, from ordinary diffusion to superdiffusion, produce essentially similar results for the ranking of nodes. However, nodes with intermediate rankings and lower, different choices of the diffusion model produce very different rankings. For these nodes, a question about how to motivate the choice of the diffusion model becomes of importance and needs to be justified; a Brownian model is by no means an obvious preferred choice. Interestingly, in all cases, the node degrees determine bands on within rankings change and very few border crossings across the bands are observed.



Finally, we note that recent research in learning and education utilizing network approaches offer many similar educational contexts of applications as discussed here (see, e.g., [47,48] and references therein). In particular, networks that are very similar to the AKN studied here have recently been examined in learning physics [49,50,51,52], chemistry [53], computer science and statistics [54,55] as well as in learning psychology and education [56,57] and the history of science [58,59]. In these cases, network measures used in analysis have been conventional static and local centrality measures. However, in all mentioned cases, analysis based on spreading activation can be expected to provide results showing interesting differences when compared to methods using the conventional centrality measures as used thus far.




5. Conclusions


The model proposed is based on a fractional normalized graph Laplacian and a generalised nonlinear diffusion equation, which generalises ordinary diffusion to a nonlocal superdiffusive behaviour, and, with a nonlinearity, enhancing the role of nodes that have important dynamic roles in spreading activation. The major theoretical results of the study are: (1) a generalised model based on fractional graph Laplacian for spreading activation in a complex network; (2) a general matrix transformation in the form of q-adjacency kernel that solves the model and provides the systemic state describing spreading activation; and (3) the activity centrality for ranking of nodes according to their importance in spreading activation. The systemic state is a well-defined matrix transformation for a parameter region that spans the superdiffusive region and a region of strong nonlinearity. In that, the systemic state is analogous to an analytic solution of fractional porous diffusion equations.



The viability of the suggested model in the description of spreading activation and uses of activity centrality in forming the rankings was demonstrated by using one specific associative knowledge network, a recently studied case in the context of teaching and learning the history of science [18]. The results showed that, if only highest ranking nodes are of interest, the specific details of the model are not crucial, but details of choosing the diffusion model become of importance for intermediate and low ranking nodes. This behaviour demonstrates that paying attention to the choice of model for spreading activation is a crucial question, essentially affecting how ranking and importance of nodes are evaluated. Consequently, the question of choosing a particular model is a theoretical decision of what kinds of features—locally available or those also available through nonlocal and nonlinear diffusion processes—are of interest in forming rankings of the nodes.
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Figure 1. The agglomerated AKN representing students’ associative knowledge of the history of science. Only the most central part of the network is shown for better visibility. The size of the nodes is proportional to the degree d (i.e., number of links attached) of the node. The abbreviations are explained in Table 2. 
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Figure 2. Scatter plots of return and escape probabilities   π R   and   π E   (scaled in range   [ 0 , 1 ]   with increasing values of  τ  scaled to maximum   τ max  , with   τ /  τ max    =0.1 (a), 0.3 (b), 0.6 (c) and 1.0 (d). The cases shown are for a baseline model with   α = 1   and   γ = 1  . Stabilization of spreading activation is obtained when correlation between escape and return probabilities becomes high and results collapse onto a single regular curve (Figure 2d). 
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Figure 3. Kendall rank correlation coefficients between vectors    K ¯  =  (  K 1  ,  K 2  , … ,  K N  )    and    K ¯  ′ =  (  K 1 ′  ,  K 2 ′  , ⋯ ,  K N ′  )   , where   K ′   refers to values for each instant of  τ  with parameters   ( α , γ )   and K to values at the final stationary state at   τ max   of reference state with   ( α , γ ) = ( 1 , 1 )  . Results are shown for   α =   1.0 (a), 0.75 (b), 0.50 (c) and 0.20 (d). Different parameter combinations are indicated in figure legends. In all cases, p-values for correlations are below   10  − 6   . 
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Figure 4. Fingerprint maps of changes in rankings (based on activity centrality K) of items 1–330 for different models corresponding parameters: (a) (  α = 1 , γ = 1  ); (b) (  α = 0.5 , γ = 1  ); (c) (  α = 1 , γ = 1.75  ); and (d) (  α = 0.2 , γ = 1.75  ). The decrease in rankings is in blue and the increase in red, while white regions correspond to changes in rankings, which are low in comparison to reference state (final state of model A). The bar legend explains the colour coding. 
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Figure 5. Fingerprint maps of changes in rankings (based on activity centrality K) of all items 1–597 for a range of values  α =1.0, 0.75, 0.50, 0.25, 0.20 and 0.05 and  γ  = 1.0 (a); 1.25 (b); 1.50 (c); 1.75 (d) and 2.00 (e). The decrease in rankings is in blue and the increase in red, while regions in light colours correspond to changes in rankings, which are low in comparison to the reference state (final state of model A). The bar legends at right explain the colour coding. Changes in rankings are normalized to a maximum of 150. 
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Figure 6. Kendall rank correlations of cumulative sums in changes in rankings as correlated to baseline model (a) in Figure 5 (or a in Figure 4) with   ( α , γ )   = (1,1). Results shown are averaged over seven nodes. In all cases, p-values are below   10  − 6   . 
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Table 1. A schematic representation of the generalized model. In a network, where nodes are connected through adjacency matrix  A , direct jumps are restricted to sites connected by links     [ A ]   i j   ≠ 0   (solid lines). Long jumps occur between distant nodes, when the fractional graph Laplacian (F.g. Laplacian) has a nonzero element between nodes that are not directly connected (    [ A ]   i j   = 0  ), but connected through intermediate steps (two examples shown by a dashed line). Then, the systemic state also has non-zero elements between the nodes and allowing spreading activation between the nodes. The function    e q   ( x )    is the generalised q-exponential.






Table 1. A schematic representation of the generalized model. In a network, where nodes are connected through adjacency matrix  A , direct jumps are restricted to sites connected by links     [ A ]   i j   ≠ 0   (solid lines). Long jumps occur between distant nodes, when the fractional graph Laplacian (F.g. Laplacian) has a nonzero element between nodes that are not directly connected (    [ A ]   i j   = 0  ), but connected through intermediate steps (two examples shown by a dashed line). Then, the systemic state also has non-zero elements between the nodes and allowing spreading activation between the nodes. The function    e q   ( x )    is the generalised q-exponential.





	
Scheme of Long Jumps

	
Description

	
Symbol
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Adjacency matrix

	
  A  




	
Elements of  A 

	
     [ A ]   i j   =  a  i j     




	
Degree matrix

	
  D  




	
Graph Laplacian  L 

	
   L = D − A   




	
F. g. Laplacian    ℒ   ( α )   

	
     D   −  α 2      L  α    D   −  α 2      




	
Elements of    ℒ   ( α )   

	
    [   ℒ   ( α )   ]   i j    




	
Systemic state   ρ  α γ   

	
    Z  α γ   − 1     e  γ   − τ   ℒ   ( α )       




	
Elements of   ρ  α γ   

	
    [  ρ  α γ   ]   i j    
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Table 2. Rankings of the highest ranking 33 items and their degree d. Ranking is based activity centrality K in the case of normal diffusive spreading corresponding to parameters   α = 1   and   γ = 1  . Acronyms (Ac) refer to Figure 1. The items that have the same rankings in all models with different parameters  α  and  γ  are in boldface.
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	Item
	d
	Ac
	Item
	d
	Ac
	Item
	d
	Ac





	1. Newton
	64
	Nw
	12. Bernoulli
	23
	Be
	23. Optics
	20
	op



	2. Galilei
	44
	Ga
	13. Faraday
	22
	Fa
	24. Bacon
	20
	Ba



	3. Huygens
	41
	Hu
	14. Electrodynamics
	22
	EM
	25. Scientific revol.
	20
	sR



	4.Hooke
	36
	Hk
	15. Industrial revol.
	22
	IR
	26. Brahe
	19
	Br



	5. Leibniz
	32
	Lb
	16. Kepler
	22
	Kp
	27. Planet motion
	19
	PM



	6. Descartes
	31
	De
	17. Gravitation law
	22
	gl
	28. Euler
	19
	Eu



	7. Gravitation
	30
	Gg
	18. Steam engine
	22
	st
	29. Electric current
	18
	EC



	8. Enlightenment
	29
	EN
	19. Royal Society
	22
	RS
	30. Electricity
	18
	ED



	9. Mechanics
	27
	Me
	20. French revol.
	21
	FR
	31. Thermodynamics
	18
	TD



	10. Empiricism
	23
	em
	21. French Academy
	21
	FA
	32. Reformation
	17
	RF



	11. Boyle
	23
	Bo
	22. Heliocentricity
	20
	H
	33. Locke
	17
	Lo
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Table 3. Summary of 13 highest ranking items based on activity centrality K calculated for reference case with parameters   α = 1   and   γ = 1  . The 13 items shown are common in sets 25 of the highest ranking in a given band I–V of items and with all parameters in   α ∈ [ 0 , 1 ]   and   γ ∈ [ 1 , 2 ]  . The total number of shared items out of the 25 highest ranking items are given in parenthesis in form (shared/all). Numbering of items is based on the reference case. The items that have the same rankings in all models with different parameters  α  and  γ  are in boldface. Abbreviations refer to Figure 1.
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Key Items in Item Bands I–V






	
I 33–46 (13/13)

	
II 47–60 (13/13)

	
III 61–100 (20/25)

	
IV 101–140 (18/25)

	
V 141–200 (16/25)




	
Locke (Lo)

	
Thermometer

	
Beeckman

	
Finnish War

	
Thought experim.




	
Halley (Ha)

	
Volta

	
Wave thr. light

	
Electric potential

	
Chatelet




	
Watt (Wa)

	
Earth magn field

	
Atmsph. pressure

	
Kirchhoff

	
Medical science




	
Cath. church (CC)

	
Stevin

	
Telescope

	
Hydrost. pressure

	
Gauss




	
Pressure (pr)

	
Ludvig XIV

	
Fire of London

	
Gay-Lussac law

	
Mozart




	
Laplace (LP)

	
Refraction law

	
Oersted

	
Spinoza

	
Electric charge




	
Lagrange (Lg)

	
Theory of light

	
d’Alambert

	
Speed of light

	
Electric motor




	
Scientific method

	
Pendulum

	
Liberalism

	
Magnetic field

	
Carnot’s engine




	
Napoleon

	
Mathematics

	
Pascal

	
Pendulum clock

	
Locomotive




	
Gilbert

	
Newton’s laws

	
Differential calc.

	
Maupertuis

	
Year 1848




	
Kant (Ka)

	
Gravity

	
Hobbes

	
Cavendish

	
Swedish empire




	
30 Y. War (TW)

	
Copernicus

	
Rationalism

	
Spectrum of light

	
Carnot’s process




	
Magnetism

	
Wren

	
Marx

	
Elizabeth I

	
Galvani
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