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Abstract: This research presents a novel approach for physical design implementation aimed for a
System on Chip (SoC) based on Selective State Retention techniques. Leakage current has become a
dominant factor in Very Large Scale Integration (VLSI) design. Power Gating (PG) techniques were
first developed to mitigate these leakage currents, but they result in longer SoC wake-up periods
due to loss of state. The common State Retention Power Gating (SRPG) approach was developed to
overcome the PG technique’s loss of state drawback. However, SRPG resulted in a costly expense of
die area overhead due to the additional state retention logic required to keep the design state when
power is gated. Moreover, the physical design implementation of SRPG presents additional wiring
due to the extra power supply network and power-gating controls for the state retention logic. This
results in increased implementation complexity for the physical design tools, and therefore increases
runtime and limits the ability to handle large designs. Recently published works on Selective State
Retention Power Gating (SSRPG) techniques allow reducing the total amount of retention logic
and their leakage currents. Although the SSRPG approach mitigates the overhead area and power
limitations of the conventional SRPG technique, still both SRPG and SSRPG approaches require a
similar extra power grid network for the retention cells, and the effect of the selective approach on
the complexity of the physical design has not been yet investigated. Therefore, this paper introduces
further analysis of the physical design flow for the SSRPG design, which is required for optimal cell
placement and power grid allocation. This significantly increases the potential routing area, which
directly improves the convergence time of the Place and Route tools.

Keywords: physical design; power grid; power-gating; SRPG; selective SRPG; floorplanning; place
and route

1. Introduction

Leakage currents during standby mode become more significant in mobile devices
as semiconductor processes continue to shrink [1]. These static leakage currents impact
the battery standby time of low-power mobile devices when they are in an idle state.
Therefore, to mitigate the static leakage currents, some Power-Gating (PG) techniques were
developed [2–6]. Power-gating eliminates the static leakage but with no intention to retain
the system state. As mobile devices are required to support many features and functions,
resulting in a wide range of multitasking, a minimum delay for the state restoration of
all active tasks is critical for user satisfaction [7]. Besides the additional delay, saving and
restoring the system state presents additional dynamic power overhead that may not be
acceptable for certain common applications.

Scan-based techniques, which are used for serially saving and restoring internal
retention cells, also suffer from latency and energy overhead [8]. The State Retention Power
Gating (SPRG) technique addresses the above-mentioned PG technique’s limitations [9–13].
This technique uses unique retention cells to retain the flip-flops (FFs) values during power
down (standby state). These cells have been widely adopted in standard library cells
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of major FAB vendors (such as TSMC). The SRPG approach aims to retain the systems
state during standby, thus eliminating the disadvantages of the power-gating technique.
However, common SRPG implementations require additional retention cells for all the FFs
in the design resulting in significant area overhead. Moreover, these retention cells need
to be connected to a dedicated power supply network and retention control signals. This
additional wiring increases the area overhead and also complicates the physical design
implementation in terms of tools runtime and the ability to handle large designs.

A more advanced approach, called Selective State Retention Power Gating (SSRPG),
dramatically reduces the SRPG area overhead and further decreases the static power
consumption. The main idea is to find a minimized set of FFs which are sufficient to
retain the system state during standby. Chiang et al. [14] propose an empirical nonformal
method for the selection of registers whose retention is unnecessary. Darbari et al. [15]
present a formal approach based on symbolic simulation for implementing selective state
retention. However, this method requires a formal representation of the entire design,
which is not always available, and also no automated techniques are proposed. The two
recently published SSRPG approaches introduced by [16,17] provide pure formal methods
for automatic selecting of all the FF’s, which require retention and are essential for a proper
system recovery upon power-up. Experimental results show a significant reduction of
about 80% of the retention cells area overhead. Recent SSRPG techniques can be efficiently
applied to new modern SoC designs for automatic selection and formal validation of
essential FFs requires retention. The current work is based on our previous formal SSRPG
approach presented in [17], which utilizes formal verification methods and therefore can
be easily implemented using the new proposed physical design flow.

Although the SSRPG approach mitigates the area and power overhead limitations of
the conventional SRPG technique, still both SRPG and SSRPG approaches require a similar
extra power supply network for the retention cells. The impact of the extra power supply
when applying the selective approach has not yet been investigated. Therefore, further
analysis of the physical design flow for SSRPG design is needed for optimal cell placement
and power grid allocation. This may significantly increase the routing area, which in turn
directly improves the convergence time of the place and route tools [18].

Furthermore, minimizing the number of retention FFs not only results in reducing
the area overhead but also reduces the additional wiring required in SRPG. Although it is
shown in [16] that a significant potential area reduction of about 9% of the chip area can
be achieved, the added wiring required in SRPG is ignored. In SSRPG, the retention cells
footprint can be simply deducted from the total cell area, but the wire-length deduction is
not straightforward since it can only be obtained after completing the physical design flow.
The wire-length overhead in the SRPG approach is derived from: (1) The connectivity of
the retention cells to a new non-gated power supply network [19], and (2) the addition of
retention control signals, which need to be connected to all FFs that are being preserved
during standby by using retention cells [20]. This wiring overhead complicates the place
and route physical design stages in SRPG. This work demonstrates the benefit of applying
the SSRPG approach in a real physical design implementation concerning area, power
saving, back-end runtime, and wire length.

Although some previous research works [16,17] try to estimate the area and power-
saving factor results from applying the SRPG selective approaches, none of them validate
it on real physical design implementation. Hence, one of the main objectives of this work is
to quantify the real area and power saving factors while using SSRPG comparing to SRPG.

This work also demonstrates the benefit of applying a new, improved localized physi-
cal design flow using unique placement rules. The proposed localized improved flow yields
significant power supply network area reduction in cases where selective state retention is
used. It is shown that by applying these placement rules, metal layers that were originally
used for power-supply distribution are freed up to be used for signal routing applied when
connecting the different logic gates in the physical design during the routing stage, and
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therefore improving the routeability. This simplifies the implementation of selective state
retention in the physical design flow and significantly reduces the tools’ runtime.

Although the SSRPG approach [16,17] is not a new technique, the effect of the selective
approach on the complexity of the physical design has not been yet investigated. Therefore,
further analysis of the physical design flow for SSRPG design is needed for optimal cell
placement and power grid allocation. This may significantly increase the potential routing
area, which in turn directly improves the convergence time of the Place and Route tools.
This paper aims at the physical implementation aspect to facilitate the complexity of
the physical design suggesting a unique flow to efficiently address SoC design based on
SSRPG. Moreover, this is the first work related to SSRPG implementation, which accurately
quantifies the area, power, and tool runtime saving factors.

In this work, we provide a case study showing the accurate area, power, and tool
runtime savings when comparing the physical design implementation of SSRPG to SRPG.
Previous works provide area reduction estimations based on the percentage of FFs that does
not require retention [16,17]. These area estimations suffer from inaccuracies since they do
not take into account the additional wiring overhead required for connecting the retention
cells to the non-gated power supply and power-gating controls. To quantify the selective
state retention physical design flow benefits, a complete CMOS 28 nm physical design flow
was carried out on a typical Double Data Rate (DDR) memory interface controller design.

This paper is organized as follows: Section 2 provides an improved physical design
flow for an Application-Specific Integrated Circuit (ASIC) supporting state-retention. Sec-
tion 3 describes the experiment and shows the comparison results for the four different
physical design flows: no retention, full retention using SRPG, SSRPG without special
placement rules, and an improved physical design flow for SSRPG. Finally, Section 4
summarizes the paper and states the conclusions.

2. An Improved SSRPG Physical Design Flow

We propose a new approach to the common SRPG technique, based on automatic
classification of each of the design’s FFs into one of two types: essential or non-essential.
The flow begins with gathering the libraries and floor planning, followed by place and
routing, and ends with verification of the physical design. Figure 1 depicts the five main
stages of a typical physical design flow. Each stage is described in detail in the following
section considering the specific additional requirements for state-retention. Two different
physical SSRPG design flows are considered concerning the placement stage: distributed
flow and improved localized SSRPG flow. Some unique placement rules are proposed for
the implementation of the new localized SSRPG physical design approach.
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Although some physical implementation steps can be controlled by the common UPF and
CPF industrial tools for power-aware content, those tools do not provide any specific placing
rules except for limiting the logic cells placement to the appropriate power-domain (PDN).

2.1. Gathering Libraries

The libraries’ physical design flow contains the list of basic cells and their attributes,
such as physical layout abstractions, timing delay models, functional models, and transistor-
level circuit descriptions [21].

To implement state retention, the libraries should contain special retention FFs. Such
FFs are divided into different types that can be categorized by the two following criteria:
(1) the transistors threshold voltages (low, high, or multi-threshold) (2) Using an additional
latch (referred to as balloon latch) or rather than using the FF slave latch (in a common
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master-slave FF) for retention. Table 1 depicts the different types of retention FFs that are
used in state retention approaches and their impact on low power, propagation delay, and
physical design flow [13,22,23].

Table 1. Retention FFs types and tradeoffs.

FF Type VTH Extra Latch Low Power Propagation
Delay Impact

SoC Physical Design
Flow Impact

1 Low No Week Negligible Need clock and reset
gating during standby.

2 Low Yes Medium Negligible Additional area impact
of the balloon latch.

3 High No Good High Need clock and reset
gating during standby.

4 Multi Yes Good Negligible Extra balloon latch and
extra power supply.

Retention FF’s implemented with low threshold voltage transistors have less impact
on the propagation delay since the low voltage threshold allows fast switching between
off and on states. However, since the leakage increases exponentially when decreasing the
threshold voltage, the efficiency of reducing the static leakage is limited for this type of FF.
The static leakage is given by the following equation:

Pleakage = Vdd·Ileakage = Vdd·I0· exp
{
[(VGS − VTH)/VT ]/[1 − exp

(
−VDS

VT

)
]

}
(1)

where VTH is the threshold voltage of the transistor, VT is the thermal voltage, VGS is the
voltage between gate and source, and VDS is the voltage between drain and source of a
MOSFET transistor. Some improvement in static leakage reduction can be achieved by adding
a specific balloon latch, as shown in Figure 2. This additional latch is designed to consume less
power during standby since it does not affect the master-slave functional path and therefore
supports higher frequencies compared to FFs that use the slave latch for retention.
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Figure 2. Retention FF implementation using a balloon latch.

Retention FFs that are implemented with high threshold voltage transistors, perform
better with respect to static leakage reduction. A high voltage threshold leads to a better
closure of the source/drain channels and thus preventing leakage currents when the transistor
is in its off state. However, a high voltage threshold also impacts the propagation delay and
therefore limits the clock frequency rates. Using both multi-voltage threshold transistors
and an additional retention balloon latch allows better static leakage reduction and higher
clock frequencies. However, this is at the expense of additional area overhead and extra
external SoC power supply, which requires dedicated supply pads and balls, complicating the
design [22]. Therefore, while choosing the physical design libraries in case of state retention,
the SoC designer should consider the following factors and their tradeoffs: clock frequency,
static leakage reduction, area overhead, and implementation complexity.
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2.2. Floorplanning

A well-thought-out floor plan leads to a design with higher performance and optimum
area [21]. In this stage, the physical designer determines the size of the macro instance, which
includes the physical representation of the design. Additionally, the structure and placement
of the power and ground strips referred to as power-supply networks are determined.

Some industrial SoCs may contain several power-gated domains and, therefore, many
power switches to reduce IR drop [24]. This work aimed specifically at low power de-
signs and referred to the hard macro level of implementation using only one or two
power switches (as illustrated in Figure 3). To maintain minimum voltage drop and to
prevent performance degradation, the power and ground strips should be as dense as
possible. The following section refers to specific floorplanning adjustments required for
state-retention-based designs. State-retention approaches require some modifications to
the typical floorplan with respect to the power supply network. Specifically, two kinds of
floorplan modifications are required: (1) adding an extra retention power supply network
and (2) integration of dedicated sleep transistors for disconnecting the main power supply
on standby. Figure 3 illustrates two power grids networks with a single power switch. The
extra power grid uses a significant portion of the metal layers, which are actually needed
for routing the logic gate connections (routeability) [13]. Although the strips of the extra
power supply network are thinner compared to those of the main power supply, since
there is no need to support full clock rate in standby, they should be spread over the entire
macro instance.
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Any power gating implementation, including SRPG, requires a dedicated sleep tran-
sistor per gated power supply. The sleep transistors are based on high voltage threshold
transistors and are responsible for disconnecting both the power supply source and the
ground in standby, as shown in Figure 4. Unique SLEEP signals are used to control the
sleep transistors and define two control modes: active and standby modes (SLEEP is driven
to 1 during standby and 0 during active modes). The active mode utilizes the low voltage
threshold transistors to operate at higher frequencies. In Standby mode, the SLEEP signals
are activated to turn off the sleep transistors. Since the sleep transistors are based on high
voltage threshold transistors, their static leakage is very small during standby. The size of
the sleep transistor is critical in terms of performance, area, and leakage current [19]. While
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the sleep transistor should be large enough to drive sufficient current to meet frequency
performance, it should not cause excessive leakage.
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2.3. Place and Route

The placement stage is responsible for placing the overall standard logic gates in
a given macro instance and inserting buffer cells along with the clock and reset signal
paths. Since the long wiring induces different propagation delays between different FFs,
a clock balancing process is required. The buffer cells are used both for clock balancing
and to support high fan-out and long wiring. This process of buffer insertion is commonly
referred to as Clock Tree Synthesis (CTS) and has a significant impact on timing closure. In
addition to the clock and reset signals, the CTS process is also applied to the retention FFs’
control signals. This wiring and buffering overhead to support the additional retention
control signals is significant in designs that include many sequential elements and might
be similar to the overhead of the clock network [20]. Since the additional buffers should
be connected to the retention power supply network, they have a significant impact on
the routing to support the distributed retention controls signal paths. Power-supply
network optimization is usually carried out after placement and before signal routing. The
objective is to reserve more chip area for signal routing and, at the same time, maintain
the performance of the power supply network. However, it is difficult to fully utilize
the reserved chip-routing resource [25], especially in the case of a design that requires
a dedicated power supply for the retention cells. Therefore, minimizing the area of the
retention power supply network will lead a better routing utilization. The routeability in an
SSRPG design can be further improved due to the small number of the required retention
cells compared to SRPG. The routeability improvement can be achieved by making some
appropriate adjustments both in the floorplan and the placement stages.

This work considers two different flows for SSRPG: the more straightforward dis-
tributed flow and a unique localized flow. In the distributed flow, the retention FFs are
distributed all over the hard macro, while in the localized flow, the retention FFs are placed
in a limited area using some placement constraints. Therefore, the region of the PDN of the
always-on domain becomes smaller and requires less routing overhead. Furthermore, the
proposed physical design flow is implemented within a hard macro level and applied to a
specific functional design module. Therefore, since each hard macro commonly contains
only one or two power domains, it is feasible to place all the retention FFs, connected to
the always-on domain of the specific PDN, within a localized concentrated area.

We propose a unique physical design approach that is based on the assumption that
the retention cells can be placed all together in a localized and relatively small area within
the entire macro instance. This will lead to a reduced retention power supply network area.
Figure 5 depicts placement results for two different physical design flows carried out on
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the proposed DDR controller design using the Cadence Encounter tool. Figure 5a shows
the placement results for the distributed SSRPG flow in which the retention power grid (i.e.,
power supply network) is distributed throughout the entire macro instance area without
any placement constraints as in the common SRPG flow. The figure depicts the spreading
of the retention FFs. Figure 5b shows the placement results for the new proposed localized
flow. It can be noticed that the retention FFs are now located together in a relatively small
localized area.
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Two modifications were applied to the localized physical design flow based on the
distributed flow placement results and using the common SRPG flow. First, the power
grid was limited to a specific and localized area in the floorplan stage. Then, some specific
placement constraints were provided to the Encounter tool, forcing all retention cells to be
placed in a limited minimized localized area within the retention power grid region. The
results show that the retention cells and the relevant retention power grid were successfully
placed in a minimized area enabling better routeability compared to the common approach.
Since the extra power grid utilizes only a small part (about 1/16) of the metal layer used
for the retention power supply network (Figure 5b), more metal area is freed up for routing.
To further reduce wire-length and additional buffers, the external retention control input
ports are also placed in the same selected area close to the retention power grid. Applying
such constraints to the placement tool may result in timing violations since the interconnect
length between FFs may significantly increase. However, since the number of retention
cells in SSRPG is relatively small, and most of the retention FFs are not part of the data path,
the timing violations are not critical [26]. In the next stage, the routing process is carried
out. Routing is becoming more difficult, especially for state retention-based designs, like
SRPG, since the design is getting more complex due to the additional retention cells and
the required extra wiring. Therefore, SSRPG facilitates the routing process by significantly
reducing the amount of routing and hence decreasing the route runtime.

2.4. Verification

The final stage of any physical design flow is verification. This stage focuses on
functional testing and design manufacturability. A comprehensive design verification
process consists of three categories: functional, timing, and physical. The functional
verification includes logic simulations, formality checks, simulation randomization, in-
circuit emulation, and hardware/software co-verification [27]. The timing closure is carried
out using Static Timing Analysis (STA) to verify the timing of a digital design [28]. The
physical verification checks the design layout against the specific process rules and includes
Layout Versus Schematic (LVS) and Design Rule Check (DRC) [21]. In the case of state
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retention, some additional logic simulations scenarios should be considered. For example,
entering standby and then restoring the design state upon power resumption and verifying
the selection of the appropriate FF’s which required retention.

3. Experiment and Results

In this section, we compare four different approaches in respect to the physical design
flow: no retention, full retention using SRPG, SSRPG with no specific placement rules,
and an improved SSRPG flow. All the flows were applied to a typical DDR controller
design as a test case. The synthesis was carried out using the Cadence RTL compiler, and
then a common full PD flow was applied using Cadence Encounter to each of the four
approaches. One of the main purposes of this work was to quantify the efficiency of the
selective approaches with respect to area and power saving. Additionally, this research
compares the four different PD flows in respect to the ability of the tools to converge, tools
runtime, total wiring length, static leakage, and area-saving factors. Figure 6 depicts the
block diagram of the selected DDR controller design. The DDR controller contains about
62,000 FFs. The design contains a DDR control unit, a DDR PHY adaptor, and two ARM
AXI bus interfaces. The control unit is used to configure the DDR controller and monitor
the status registers. The DDR PHY interface is connected directly to the DDR PHY, while
the AXI bus interfaces between the DDR PHY adaptor and the internal memories. The AXI
bus is used to store and retrieve data to/from the internal memory using a First-in-First-out
(FIFO) memory within the AXI interface. A clock generator is used to provide an accurate
clock signal to the external DDR memory. The DDR controller has two different operating
modes: consecutive and interleaving memory addressing. The DDR interleave mux selects
the desired operating mode and supports data interleaving from two channels to one
memory device, reducing the external memory access time. The chosen DDR controller is
used in many common VLSI applications and is large enough to represent a typical macro
instance. Moreover, the design has a significant amount of non-essential FFs and, therefore,
can be efficiently implemented using the SSRPG flow. In addition, the working frequency
of the DDR controller is relatively high (533 MHz) and makes the comparison qualify for
high-frequency designs as well.
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3.1. Basic Synthesis
Physical Design Flow Implementation

The design was first synthesized using the Cadence RTL compiler (RC). The synthesis
results provide the physical designer with the following data: (1) a standard library cell design
representation referred to as netlist, (2) the total cell area estimation needed for floorplanning,
and (3) critical timing paths that should be addressed in the synthesis stage. For timing
closure, the clock frequencies and some specific timing constraints should be defined in the
synthesis stage. In our test case, two frequencies were applied: 533 MHz for the AXI bus and
DDR PHY interfaces and a lower frequency of 133 MHz for the control logic.

The delay constraints take into consideration 30% of the clock period for output
ports and 70% for input ports. Some more delay adjustments were needed for certain
ports according to specific timing issues. In order to extract the essential FFs for the DDR
controller test case, we have used the SSRPG approach described in [16]. This approach is
based on a gate-level analysis and suggests a fully automatic algorithm to classify the FFs
in a typical design into two categories essential and non-essential FFs. Results show that
only 2522 FFs (out of the total 61,944 FFs) were classified as essential FFs, and therefore
only 4.1% of the FFs require retention cells. The netlist was updated accordingly with the
additional retention cells.

3.2. Floorplanning

An important step in floor planning is to specify the appropriate area to place macros
and standard cells. In general, the floorplan can be determined according to the dimensions
of the total macro area, Utilization Factor (UF), and die area. The utilization factor is
defined as follows [29].

Utilization Factor =
Area o f Standard cells

Total Physical Design Area
(2)

This means that a larger area of 1/UF multiplied by the standard cell area is allocated
for the Encounter tool to place the standard cells and to permit enough routing resources
for the cells’ interconnections. Selection of the UF should both provide the Encounter tool
with enough space to place the cells and route between them and still meet timing. As
the UF decreases, the area to place cells increases, and therefore the Encounter tool has
a better ability to successfully route the cells. The effects of choosing a Utilization Factor
on total wire length, congestion, and DRC (Design Rule Constraints) violations have been
explored (studied) in [21]. It was observed that a Utilization Factor of 0.5 to 0.7 is appropriate
depending on the metal layers in which the Power and Ground planning is done.

The Cadence Encounter tool was used to determine the size of the macro instance for
the chosen DDR Controller design. The total cell area (including FFs and logic gates) was
extracted from the synthesis results for the four different physical designs. The utilization
factor’s selection should be considered a tradeoff between the motivation to minimize the
macro instance area and the need to reduce the place and route complexity.

An initial recommended utilization factor of 0.7 was examined in the floor planning
stage. Then a unique utilization factor was chosen for each of the four different proposed
physical design flows according to congestion and DRC violations which directly affect the
Encounter tool runtime.

For the no-retention physical design flow, the initial recommended utilization factor
of 0.7 was found to be appropriate and did not have much effect on congestion, placement
run time, and tool convergence compared to lower utilization factors. However, while
applying this initial utilization factor for the SRPG and SSRPG physical design flows, the
runtime was significantly higher (a factor of 5) compared to lower utilization factors.

Figure 7 shows the empiric place and route tool’s runtime versus the utilization factor
for various examined flows. The utilization factor (UF) is given in Equation (2). The
available area for placing the cells increases as the UF factor decreases, and therefore the
Encounter tool has a better ability to successfully route the cells.
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The effects of choosing a utilization factor on total wire length, congestion, and DRC
(Design Rule Constraints) violations have been explored in [21]. The authors show that
by using fewer number of metals to route between the standard cells spread across the
core area (which is equivalent to the scenario of less available routing area), the tool has
to do complex de-tour routing to avoid DRC violations. It was also observed that with
fewer metals (a higher UF), the tool has fewer routing tracks to route between all the cells,
introducing more congestion. Therefore, the number of available routing tracks available
also decreases.

From Figure 7, we observe that the optimal UF factors are: 0.7, 0.65, and 0.67 for the no-
retention, SRPG, and both SSRPG flows accordingly. Any attempt to increase those chosen
utilization factors resulted in the divergence of the Encounter tool. In all our experiments,
the convergence time limit was defined to be 72 h. The relatively lower UF factor achieved
for the SRPG and SSRPG can be explained due to the additional extra power grid and its
connections to the retention cells buffers required for the CTS process and the additional
route connectivity. We observed that the UF for the SSRPG flow is higher than the UF
obtained in the case of SRPG. This means that the SSRPG physical implementation required
less area compared to SRPG.

As a part of the floor planning, certain physical elements, such as antenna and latch-up
cells, were added to maintain the integrity of the macro instance [30]. Then, pin placement
was done according to the SoC constraints. Finally, the appropriate power grid was defined
according to the specific physical design flow. While in the case of no-retention flow, only
one power grid is required and is spread out uniformly across the macro instance area,
the SRPG and SSRPG flow require an extra power grid which should be connected to the
additional retention cells.

Figure 8 shows a snapshot, taken from the floorplanning tool, of the two power grids
required in SRPG and SSRPG. The common VDD grid is represented by the thick purple
line wrapped by two thin red lines. The extra VDDG power grid is represented by two
closely placed thin red lines. Since the VDDG supplies power only to the retention cells, it
can be composed of fewer gridlines compared to VDD. It can be observed that the VDDG
strips are less dense and are placed in a 1.8 µm interval once every second VDD strip. The
distance between the VDD and VDDG grid lines was set to 0.125µm. These power grid
configurations were validated using the Cadence encounter power analysis tool.

As discussed in Section 2.3, the power grid distribution in the localized SSRPG flow
can be limited to a localized area in the floorplan. The exact flow used to determine the
localized area in which the retention cells are located is described as follows. First, the
floorplan with a uniform distributed power grid is used as an input to the placement stage.
Then the results of this placement (location of the retention cells) are used to create a new
floorplan in which the power grid is limited to a specific area. Finally, the retention control
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signals (RETN) which should be connected to all the retention cells, are placed close to this
specific region to reduce routing.
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3.3. Placement and Routing

The placement stage was carried out the same way for the four physical design flows.
The Cadence Encounter was used as the placement tool in order to meet timing and area
constraints as derived from the floorplanning stage. The same clock tree methodology
was used for the four examined flows using the CTS Cadence tool with the same timing
constraints. In the case of SRPG and SSRPG flows, the additional RETN control signals
used for retention purposes were also balanced in the clock tree process. The routing for the
three-state retention flows also included the additional connections of the state-retention
cells to the extra VDDG power grid.

3.4. Results

During the implementation of the four physical design flows DRC checks were carried
out according to the 28 nm library requirements. The timing analysis implemented by the
STA tool also included exhaustive signal integrity checks [28]. The difference in timing
closure between all four physical design flows was less than 11 ps, which is less than 0.6%
of the clock period. All flows were executed on a 64 bit Linux server (64 bit, 2.8 GHz with
64 GB RAM).

This section shows the comparison results for the four examined flows in terms
of area, wire-length, static leakage, and runtime. First, we demonstrate the benefit of
using the proposed improved SSRPG flow in terms of runtime. Then, we compare the
proposed flow with the common SRPG and the no-retention flows. Table 2 depicts the
comparison between the improved localized SSRPG flow, which uses the unique placement
constraint rules, the common SRPG, and the distributed SSRPG physical design flows. It is
shown that applying the extra placement rules, with regards to the selected retention FF’s,
improves the place and route Encounter tools’ runtime by 11% compared to the distributed
SSRPG and by 23% compared to the conventional SRPG flow. This is a considerable
improvement compared to the runtime of the distributed flow, which does not apply
any specific placement rules regarding the retention cells. The major improvement is
achieved in the placement stage, in which the runtime is decreased by 29% compared
to the distributed SSRPG flow. This is a significant result since the placement stage is
an iterative stage due to the floorplan area estimation process. Moreover, the improved
localized proposed flow outperforms the conventional SRPG by 63% in terms of placement
runtime. The runtime for the routing stage is improved by 8% and 9% compared to the
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distributed SSRPG and SRPG, respectively. The runtime for the CTS stage is improved by
13% compared to the SRPG flow. Table 3 depicts the comparison between the four examined
flows in terms of area, design density, number of library cells, wire-length, static leakage,
and back-end tools runtime. As expected, the required area for SRPG implementation is
20% larger compared to the no-retention case. The implementation of the SSRPG approach
results in a 16% area saving factor compared to SRPG. Moreover, almost no extra area is
required for implementing the SSRPG flow compared to the no-retention case. While the
wire length for SRPG is significantly larger compared to the no-retention flow, with about
a 12% wiring increase, both SSRPG flows require only about 4% extra wiring compared
to the no-retention case. This additional wiring overhead is required for connecting the
retention cells to the non-gated power supply and power-gating controls. The increased
wire-length induced by gathering all retention flip-FFs in a localized region is less than 1%
compared to the distributed SSRPG.

Table 2. Place and Runtime Routing Comparison.

Run-Time
(Hours) No Retention SRPG Distributed

SSRPG
Localized

SSRPG

Placement 9.11 11.42 6.02 4.27
CTS 9.85 6.15 5.53 5.32

Routing 14.75 27.13 26.83 24.63
Total 33.71 44.7 38.38 34.22

Table 3. Physical design flow Comparison.

Physical Design Parameter No Retention SRPG Distributed
SSRPG

Localized
SSRPG

Macro area (mm2) 0.594 0.716 0.600 0.600
Design density (%) 72.2% 69.7% 72.3% 70.0%
Total library cells 315,837 318,052 313,679 309,369
Wire-length (m) 6.561 7.319 6.833 6.887

Static leakage (mW) 34.62 2.213 0.085 0.085
Backend Run-time (Hours) 33.72 44.7 38.38 34.22

Retained FFs 0 61,944 2522 2522

The increasing wiring can explain this since the retention FFs are associated along
with other non-retention FFs. However, this wire-length is compensated due to the reduced
distance between the retention cells to the always-on PDN and to the retention controls in
the improved SSRPG flow. Table 3 shows that although the macro area is the same for both
SSRPG flows, the design density (as measured by the Encounter Cadence tool) is reduced
by 2.3% for the improved localized SSRPG compared to the distributed SSRPG. The lower
density hints towards a lower crosstalk, though this still needs to be proved using bespoke
benchmarks. Therefore, a better immune to crosstalk effects might be achieved using the
localized PD approach. Spice simulations show that for both PD flows, the used gridlines
meet the IR drop worst-case conditions (according to TSMC 28 nm library).

This can be explained due to the better routeability achieved by limiting the retention
power grid to a specific localized region and therefore reducing the area occupied by
both the always-on PDN and the retention control wiring. A significant improvement is
also demonstrated for the static power leakage. Although SRPG reduces the static power
leakage by 94% compared to the no-retention flow (whereas the supplies are always on),
both SSRPG flows reduce the static power leakage by 99.7%. It is also important to notice
that SSRPG outperforms the SRPG flow by 96% in terms of static leakage.
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The efficiency of the improved SSRPG approach is expressed by the significant im-
provement in terms of back-end runtime. The required runtime for implementing the place
and route stages is compared. While SRPG increases the runtime by a significant factor of
33%, the improved SSRPG flow can be implemented with a negligible overhead of only 3%
compared to the non-retention flow. Moreover, the speed up comparing to the distributed
SSRPG flow is about 11%. It should be noted that the improved SSRPG outperforms the
distributed SSRPG in terms of back-end runtime in spite of the slightly increased wire
length. This can be explained by the lower design density in the case of improved SSRPG
due to the reduced buffers (as indicated by the total library cells) required to support the
specific clock-tree for the retention controls compared to the distributed SSRPG flow.

4. Summary and Conclusions

This work presents a novel approach for SoC physical design implementation based
on Selective State Retention techniques. The additional wiring required for the extra power
grid network for the retention cells and power-gating controls for the state retention logic
increases the complexity of the physical design and directly affects the tools’ runtime and
the ability to converge for large designs. Therefore, this work investigates the effect of the
selective approach on the complexity of the physical design implementation and proposes a
unique flow to efficiently address SoC design based on selective state retention techniques.
We demonstrate a significant reduction of the metal area required for the extra power supply
network using the proposed approach. This is done by applying some unique placement
rules to the physical design implementation flow utilizing the selectivity feature. This
results in optimal cell placement and power grid allocation, which significantly increase the
potential routing area, directly improving the convergence time of the Place and Route tools.
Furthermore, it is shown that reducing the extra power supply network area also leads to a
significant reduction of the runtime required for the placement tools.

We also compare the SRPG and SSRPG physical design implementations in terms
of power, area, wire-length, and physical design tools runtime and quantify the area and
runtime saving factors result from selectivity. Experimental results show that implementing
the SSRPG approach using the proposed physical design flow yields an area-saving factor
of 16% compared to SRPG, which is in accordance with the previously estimated factor
reported in recent publications. Furthermore, the static leakage is decreased by 96%
compared to SRPG and is negligible compared to no retention. Tool complexity overhead
was also reduced as such that the runtime overhead was negligible compared to the no
retention physical design flow. Finally, by applying certain placement rules for the retention
cells, the tool runtime for the improved SSRPG was further reduced by 11% compared to
the common SSRPG and by 23% compared to SRPG.

The proposed improved localized SSRPG flow facilitates the complexity of the physical
design implementation for retention-based design. This approach leads to both reducing
the number of metal layers used for the always-on power distribution and therefore
facilitates the signals routing, and reducing the wiring used for retention control signals as
well as simplifying the isolation of the always-on domain from the power-gated domain.
As a result, the runtime of the place and route tools is significantly reduced due to the
wiring complexity reduction.

Moreover, to the best of our knowledge, this is the first work that demonstrates and
quantifies the benefit of applying the SSRPG approach in real physical design implementa-
tion and demonstrating actual area, power, and tools runtime saving factor.
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