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Abstract: Estimation of power consumption in digital circuits is performed at gate-level simulation. Its
accuracy depends on the models of gate delays that capture the effects of spurious signal transitions,
called “glitches”. Electronic Design Automation (EDA) software considers inertial gate delays and
represses a glitch in the cell’s output if its width is below a threshold. Selecting threshold values
for the inertial glitch classification and filtering is crucial for precise power estimations. In this
direction, we explore the effectiveness of automatically adjusting such thresholds on a cell-specific
basis according to the local cell’s information. We used a commercial industry-standard gate-level
power estimation tool and a 32 nm CMOS standard cell library. Via power measurements in circuit
simulations, we created customized lookup tables for each library cell employed in the benchmark
circuits. We compared the proposed approach’s performance with other methods for glitch threshold
definition. Our method demonstrated good power estimation accuracy while presenting the lowest
mean absolute error among all the cells of the circuits under test and the smallest standard deviation.
The latter suggests that the proposed method achieves better cell-specific accuracy, which is expected
to allow for more precise circuit-level power estimations in complex circuits with a large number of
combinational cells.

Keywords: gate-level simulation; glitch power; inertial gate delay; transport glitch; glitch filtering

1. Introduction

Power consumption has always been among the primary quality metrics in digital
circuits [1]. However, the increasing demand for higher computing performance and the
widespread use of portable electronic devices [2,3], have made power efficiency in electronic
design a top priority in many applications [4,5]. As a result, there has been significant
research interest in developing precise methods for power estimation and optimization in
electronic design automation (EDA) software, as evidenced by [6–9].

Circuit simulation is the most reliable tool for calculating dynamic power. However,
due to the high time complexity of circuit simulations, they may only be practical for small-
scale circuit designs. Instead, the estimation of power is performed in early design stages
at a more abstract level, using a more time-efficient gate-level simulation, which takes
into account the switching events at the nodes of the circuit and libraries with cell-specific
parameters [10–12]. Nevertheless, such speedup of calculations inevitably leads to accuracy
problems. Practical gate-level power estimation is highly dependent on the development
of precise models of the gate delays, which capture the effects of spurious signal transitions
(partial voltage swing) [13,14]. The latter are often called “glitches” and occur at the output
of logic gates due to timing issues caused by unbalanced path delays at the inputs of logic
gates [15]. Glitches may trigger further switching once generated if they are propagated
through subsequent levels of logic gates and thus could contribute up to 40% of total
dynamic power [15–17]. Such a high contribution to power consumption demonstrates
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why evaluating glitches is significant for low-power circuit design [18]. Several works in
the literature present research results on power estimation strategies that focus on glitch
generation and propagation [19–21]. To this end, the work in [22] proposed alternative,
computationally efficient glitch modeling approaches, and [23] explored strategies for glitch
reduction, which is essential to avoid power-hammering attacks caused by intentional
glitch amplification and excessive dynamic power consumption [24].

Evaluating the impact of glitch generation at the gate level without information about
the actual input/output waveforms is challenging [14]. Given that gate-level simulation
assumes only full-swing voltage transitions, power estimation for partial swing transitions,
whose amplitude depends on the characteristics of the gate’s input/output signals, can
be based only on approximations. In this direction, probabilistic simulation techniques to
estimate glitch power have been explored [20]. However, power estimation techniques
in EDA software generally consider inertial gate delays and, by default, repress a glitch
pulse at the output of a gate (as inertial) if its width is below a predefined classification
threshold [21]. The value of the threshold used to classify a glitch as inertial in logic
simulators is usually globally fixed to a certain percentage of (i.e., strictly less than or equal
to) the cell’s propagation delay [14,16]. In contrast, the rest of the generated glitch pulses
whose width exceeds such threshold are considered transport glitches, which propagate to
the output of a gate without attenuation. Moreover, there is also a filtering (elimination)
threshold, below which the software drops a glitch pulse. Selecting proper threshold
values for the inertial glitch pulse classification and filtering is crucial for precise power
estimations. High filtering thresholds could lead to aggressive glitch filtering and thus
to underestimation of dynamic power if power estimation omits many (otherwise valid)
glitch pulses. On the other hand, overestimation of power could occur if classification is not
appropriately applied while using a low threshold value since several glitch pulses could
be propagated as transport glitches even though, in reality, they could be too narrow for
this to be physically possible. So, the actual implementation of the inertial delay model can
affect the accuracy of estimations for power attributed to glitch generation and propagation.
Even state-of-the-art gate-level simulation software can lead to high estimation errors due
to poor glitch handling [19], and such errors increase with the combinatorial logic depth in
the circuits under consideration [16].

Nevertheless, gate-level simulators could achieve more comprehensive glitch power
estimations by exploiting the local cell’s information. More specifically, using customized
lookup tables concerning different output loads and signal transition slopes, the glitch
classification threshold could be properly selected to adequately capture the glitch behavior
in every cell. According to [14], such a strategy can improve the accuracy of estimations,
which, however, requires pre- and post-processing of simulation data and thus comes at the
cost of longer runtimes. In the same context, storing extra information in the lookup tables
to include characteristics of the analog waveform response, according to [19], could improve
the accuracy even more, but with an arbitrarily high increase in storage requirements for
the characterization library.

In this context, here we consider gate delay the only measure for inertial glitch clas-
sification and filtering. We particularly explore the effectiveness of applying automatic
adjustment of the corresponding threshold values on a cell-specific basis, according to the
local cell’s information, as opposed to the default scenario that applies standard global
classification and filtering settings for the glitch pulses. To this end, we used a commer-
cial industry-standard gate-level power estimation tool and a 32 nm CMOS standard cell
library. Via power measurements in circuit simulations, we created customized lookup
tables for each library cell employed in the design of the benchmark circuits. We created the
lookup tables by considering several different possible output load values and transition
times of the input signals to capture output load dependency and account for changes in
input signal slope while considering all primary inputs uncorrelated. Each lookup table
stores the percentage of the cell’s propagation delay corresponding to every threshold. We
used Verilog HDL for every design to evaluate and implement using the pre-characterized



J. Low Power Electron. Appl. 2024, 14, 41 3 of 15

standard cells. The benchmark circuits were medium-sized circuits selected from the IS-
CAS85 and ISCAS89 suites and custom designs, whose glitch power component ranges
approximately between 8% and 20% of total dynamic power. We followed a strategy similar
to [14,18] to modify the standard power estimation workflow with additional processing
of the Standard Delay Format (SDF) file and posterior manual modification of the Value
Change Dump (VCD) file to be able to classify glitch pulses with a width more extensive
than the cell’s propagation delay. Using the netlist and processed SDF file, we performed
zero-delay and SDF-annotated simulations. We compared the performance of the pro-
posed approach with that of other methods for glitch threshold definition proposed in
the literature and with that used by an established gate-level power estimation tool. The
results showed that the currently adopted strategies in EDA tools do not guarantee the
best power estimation results. Moreover, our analysis revealed that a method’s overall
good estimation accuracy could be attributed only to the self-cancelation of different error
contributions with opposite effects. So, its effectiveness could vary significantly depending
on the specific characteristics of every design under test. Generally, the proposed method
achieved good overall power estimation accuracy in several categories, outperforming the
rest of the methods while presenting the lowest mean absolute error among all the cells of
the circuits under test and the smallest standard deviation. The latter generally suggests
that the method achieves a better cell-specific accuracy, which is expected to allow for more
precise circuit-level power estimations as the number of combinational cells increases in
complex circuits. Moreover, we observed positive results when transport and inertial glitch
power were studied separately, where the proposed method showed a better estimation of
the power attributed to transport glitches with just a 5% error.

The rest of the paper is organized as follows. The definition of glitch pulse generation
and propagation is given in Section 2, along with the description of the simulation setup
and some concluding analyses that reflect the dependence of glitch power on the cell’s local
environment. Section 3 describes the proposed approach for the proper definition of the
threshold values for glitch classification and filtering on a cell-specific basis, along with
the modified gate-level power estimation flow which incorporates our approach. Section 4
presents the comparison results between the proposed approach and other strategies for
threshold definition, using the power measured in SPICE as a basis for evaluation. Finally,
in Section 5 we discuss the major conclusions of our analyses.

2. Evaluating the Dependence of Glitch Power on the Cell’s Local Environment

If zero delay could be achieved, all input signals to logic gates could switch simul-
taneously. As a result, the circuits would consume the least possible energy required for
their operation. However, misaligned transitions at different inputs of a gate could result in
the generation of glitch pulses at its output node. The circuit schematic shown in Figure 1
illustrates a typical example of glitch generation. A delay in the arrival of one of the input
signals (eco_net) of the AND logic gate U1, due to the existence of a buffer in that path,
results in a glitch in its output node D. This glitch is then passed on to the output node
(OUT) of the next AND gate U2. Whenever glitches occur, they cause additional switching
activity if they propagate through subsequent logic gates. This undesired switching can
significantly increase the total energy consumption.

Established gate-level power estimation tools treat glitch pulses as inertial when their
value reaches only the intermediate state (state X). Their power consumption is normally
scaled by a factor f s < 1. Therefore, depending on the value of f s, the estimated power
can be much less than that corresponding to a complete set of transitions (0 → 1 → 0, or
vice versa). In addition, the EDA tool settings only permit glitch classification and filtering
thresholds to be less than or equal to the cell’s propagation delay for all cells in the circuit.
Therefore, enhancing the definition of these thresholds is essential to improve the accuracy
of gate-level power estimations. However, the generation and propagation of glitches
vary depending on the type of cell and parameters describing its local environment. In
this regard, here we will analyze the dependence of glitch power on the parameters that
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describe the environment of a gate. Specifically, we will observe the variations in cell
performance owing to the type of logic cell, its output load, the slope of the input signals
(input’s transition time), and the precise sequence of signal changes that produce the glitch
(signal pattern).
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Figure 1. Circuit schematic used to exemplify glitch generation and propagation through logic cells.

In our simulation setup, we use a Python script and the relevant API to access the
SPICE environment of a commercial industry-standard EDA tool to run physical-level
circuit simulations and process the exported results. The overall simulation workflow is
depicted in Figure 2. First, we create the input signals for the simulation in PWL format.
Then, MEAS-type commands are created to obtain the energy corresponding to signal
transitions, the cell propagation delay, as well as the amplitude and width of each pulse at
the output. The measurements obtained are stored in a JSON format, which is later used
to analyze the behavior of each cell. Simulations are performed for different logic cells,
input patterns, output loads, and transition times of the input signals. To normalize all
comparisons, we use the “Fan-Out of Four” (FO4) delay metric of the technology td,FO4, and
the chosen values for the transition time ∆tslope are arbitrarily expressed in multiples of
td,FO4, specifically between 1 ≤ ∆tslope/td,FO4 ≤ 4.
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In Figure 3 we present simulation results for a 2-input NAND cell designed with 50 nm
BSIM4 transistor models, for which it is td,FO4 = 59.3 ps. For a specific input transition
time ∆tslope, in every simulation the cell is connected to the same output load of 1 fF and
the input signals arrive with a decreasing delay between them, as shown in Figure 3a,b.
The time evolution of the cell’s output voltage is shown in Figure 3c, where we notice
the generation of glitch pulses. Due to the decreasing delay in the arrival of the input
signals as the simulation progresses, the produced glitches have different pulse widths and
amplitudes. We study the power attributed to the glitches in the plot shown in Figure 3d,
where we note that the maximum power remains practically the same even for shorter
glitch pulses, and it is non-negligible even when the glitch pulse amplitude decreases to
approximately 10% of the supply voltage Vdd. Next, we carried out such simulations for
different cells from a 32 nm standard cell library, which are repeated for different input
patterns, output loads, and transition times of the input signals, to study the evolution
of the amplitude and the energy consumption corresponding to every glitch pulse, with
respect to its pulse width. Our objective is to search for correlations that could lead to
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the development of more accurate models for cell performance. The energy consumption
corresponding to every glitch pulse is calculated by integrating the instantaneous power
within the time interval where power is greater than or equal to 5% of its maximum value.
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In this context, we present in Figure 4 the concluding results for the relationship
between the glitch pulse width and the energy consumption for a 2-input NAND cell from
a 32 nm standard cell library with td,FO4 = 27.9 ps, considering different local conditions.
The different plots concern the variation of the output load capacitance, the input signal
slope, and the order of the transitions at the input signals (input pattern). Note that the
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glitch pulse width ∆tglitch is normalized by the cell’s propagation delay td, whereas the
glitch energy Eglitch is normalized by the total energy Emax, which corresponds to a perfect
pulse with full-swing voltage transitions.
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when input A is delayed (pattern_ba).

By observing Figure 4, we note that even for ∆tglitch/td ≈ 0.75 the measured Eglitch/Emax
ratio could reach approximately 40%, whereas for pulse widths closer to td, the measured
Eglitch could exceed 60% of Emax. However, almost regardless of the load capacitance,
Eglitch approximates Emax when ∆tglitch/td ≈ 2. Therefore, if the inertial glitch classification
threshold of an EDA tool is fixed to a value less than or equal to the cell’s propagation
delay, this will lead to excessive overestimation of energy consumption, unless a carefully
selected value for the scale factor f s < 1 is used. On the other hand, for ∆tglitch/td ≈ 0.5 it
seems reasonable to consider that the measured Eglitch/Emax ratio becomes negligible. Such
observations highlight the dependence of glitch energy on ∆tglitch and the relevance of
proper selection of the classification and filtering thresholds. Moreover, the more abrupt the
slope of the input signals, the higher the Eglitch/Emax ratio, for a given ∆tglitch/td. Finally,
we observe the influence of the input pattern, which creates different conditions for the
capacitance of the internal nodes of the cell. Hence, such curves can vary significantly
depending on the specific type/implementation of every logic cell.

Likewise, in Figure 5 we present the concluding results for the relationship between
the glitch pulse width and the glitch pulse amplitude for the same logic cell while varying
in the same manner as the local conditions. Here, the glitch pulse amplitude ∆Vglitch is
normalized by the maximum voltage value, which is the cell’s supply voltage Vdd. The
curves follow similar trends as in Figure 4, and similar dependences are found on the local
conditions. By comparing the information in equivalent plots between Figures 4 and 5, we
note that Eglitch turns out to be non-negligible even when ∆Vglitch/Vdd < 0.1. However,
the slope of the curves in Figure 5 is quite steep, so the decrease in ∆Vglitch with respect to
∆tglitch/td is fast. As a result, the very small amplitude values impact the precise detection
of reference points (50% of the amplitude) in the curves, making it difficult to calculate the
corresponding ∆tglitch when it is ∆tglitch/td < 1.
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standard cell library, about the normalized glitch amplitude vs. normalized glitch width, for different
local conditions of the cell. Plots concern: (a) variation of the output load capacitance; (b) variation of
the input signal slope; (c) variation of input pattern, when input B is delayed (pattern_ab) and when
input A is delayed (pattern_ba).

The information presented so far indicates that the proper values to assign to thresh-
olds for classification and elimination of glitches vary, depending on the cell’s environment
and the characteristics of the input signals. Moreover, the results in Figure 6 demonstrate
that the performance is substantially different between different cells of the same technol-
ogy, for the same local conditions. For instance, a higher Eglitch/Emax ratio was obtained in
the case of a 2-input XOR cell from the 32 nm standard cell library, for a given ∆tglitch/td
value, whereas for ∆tglitch/td ≈ 0.5 here the measured Eglitch/Emax cannot be considered
negligible. Additionally, it could be more appropriate to set the threshold values higher
than the cell’s propagation delay to classify glitch pulses as inertial. In this direction,
customized lookup tables can be generated to indicate what the appropriate threshold
should be, for a variety of local conditions and possible patterns for the input signals. We
explore such modeling strategies in the next sections.
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the same 32 nm standard cell library, about (a) the normalized glitch energy vs. normalized glitch
width; (b) the normalized glitch amplitude vs. normalized glitch width, for different local conditions.

3. Proposed Method for Glitch Classification and Filtering

In this section, we explore the effectiveness of an ad hoc definition of the threshold
values for glitch classification and filtering on a cell-specific basis, according to the local
cell’s information, as opposed to the default EDA tool settings that apply standard global
classification and filtering for all logic cells. Moreover, we permit glitch classification
and filtering thresholds to be assigned higher values than the cell’s propagation delay.
More specifically, we consider that glitch pulses should be identified as inertial when
Eglitch/Emax < thinertial, which we arbitrarily defined as thinertial = 0.95, thus only glitches
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whose energy closely approximates Emax will be fully propagated. Likewise, glitches
for which it is Eglitch/Emax < thfilter should be removed from the event list. In this case,
we defined thfilter = 0.1, to eliminate glitch pulses only when they consume a reasonably
small amount of energy, compared to Emax. Furthermore, the effectiveness of the power
estimation procedure is also studied when no glitch is filtered while using the same inertial
glitch classification criterion.

Based on SPICE simulation results, we identified the normalized glitch pulse width
∆tglitch/td for which the abovementioned thinertial and thfilter thresholds are met. Next, we
created customized lookup tables for all types of cells concerning different output loads,
input signal slopes, and signal patterns that create a glitch. Such lookup tables store the
corresponding ∆tglitch/td values for classification and filtering. We present in Table 1 an
example set of threshold values to classify glitch pulses as inertial in the case of a 2-input
NAND cell from the 32 nm standard cell library. This table corresponds to a given input
signal pattern and presents the resulting ∆tglitch/td values for 32 possible combinations
of output load and input transition times ∆tslope, which are expressed in multiples of
td,FO4 = 27.9 ps. Given that information, in power estimations, we select the precise values
by interpolating the output load and input transition time of each cell in the corresponding
lookup table.

Table 1. Lookup table with the inertial glitch classification threshold, expressed as ∆tglitch/td ratio,
for a 2-input NAND cell from the 32 nm standard cell library, for a given input signal pattern.

Load (fF)

∆tslope (ps)
27.9 55.8 83.7 111.6

0.125 0.799 0.926 1.053 1.156

0.25 0.783 0.905 1.028 1.126

0.5 0.760 0.868 0.986 1.080

1 0.741 0.819 0.924 1.006

2 0.761 0.800 0.866 0.931

4 0.866 0.844 0.875 0.916

8 1.111 1.040 1.014 1.017

16 1.381 1.311 1.275 1.253

The information available in the created lookup tables for each cell employed in
the benchmark circuits’ design, is used in a modified version of the power estimation
workflow, summarized in Figure 7, based on a commercial industry-standard gate-level
power estimation tool. To overcome the limitation of EDA tool settings, which assume
globally applied classification and filtering thresholds for all logic cells, we incorporate
additional processing of the Standard Delay Format (SDF) file to classify and filter glitches
using the information in the lookup tables. However, in a post-processing step, we manually
modify the Value Change Dump (VCD) file generated from the SDF annotated simulation,
to be able to classify glitch pulses with a width more extensive than the cell’s propagation
delay. We perform zero-delay and SDF-annotated simulations, and the difference between
the estimation results represents the energy contribution by creating and propagating
glitches. Moreover, such value can be divided into energy dissipated due to inertial and
transport glitches for further analysis of the power estimation strategy, by subtracting the
energy of glitches, classified as inertial, from the total energy consumption attributed to
glitches. Next, we compare the performance of the proposed power estimation approach
with that of other methods for glitch threshold definition. The results for three different
benchmark circuits are presented in the following section.
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4. Results and Comparison

The analyses presented in previous sections suggest that the cells’ local environment
and the characteristics of the input signals affect the generation and final form of glitch
pulses. Therefore, a comprehensive strategy for the definition of the classification and
filtering thresholds is expected to improve the accuracy of early power estimation in EDA
tools. In this direction, here we compare the proposed methodology with other strategies
for threshold definition, using the power measured in SPICE as a basis for evaluation.
Comparisons are made for power estimations on different circuits whose glitch power
component reaches nearly up to 20% of the total dynamic power. In each case, we use
the same procedure shown in Figure 7, while considering different alternatives for the
threshold definition, as explained next.

The first strategy considered is the one normally adopted in the industry-standard
gate-level power estimation tools, where any glitch pulse with ∆tglitch/td < 1 is classified as
inertial. In this regard, we complement our analyses by also considering the case where
no glitch is filtered, and that where any glitch pulse with ∆tglitch/td < 1 is directly filtered,
thus without any glitch classified as inertial. The rest of the strategies were selected from
the relevant literature. More specifically, in [21] a glitch is filtered when ∆tglitch/td < 0.4,
whereas a glitch is classified as inertial when its pulse width is less than the time required
for a full voltage transition ∆tglitch < (trise + tfall). Moreover, according to [10], a glitch is
filtered if ∆tglitch/td,INV < 1.5, where td,INV is the propagation delay of a single inverter, for
which we assume td,INV = td,FO4. Finally, the authors in [14] suggest filtering any glitch
pulse that does not achieve a minimum voltage swing, for which we arbitrarily assumed a
minimum voltage change (in absolute value) to be equal to 25% of the supply voltage Vdd.
Regarding inertial glitch classification, in the absence of specific information, in the case
of [10,14], we simply used the industry standard criterion of ∆tglitch/td < 1.
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For all the benchmark circuits, simulations in SPICE concerned the application of
100 randomly generated input patterns. The first circuit under test is c17 from the ISCAS85
benchmark circuits. It consists of six two-input NAND cells, it has five inputs and two
outputs, and 8% of the total power is attributed to glitches, principally inertial ones. For this
circuit, 56 inertial glitches and 6 transport glitches were generated during the simulation.
The second circuit under test is s27 from the ISCAS89 benchmark circuits. It is a sequential
circuit that includes ten combinational cells, it has four inputs and one output, and 13.33%
of the total power is attributed to glitches, principally transport ones. For this circuit,
27 inertial glitches and 23 transport glitches were generated during the simulation. Unlike
c17, which has only one type of logic cell (two-input NAND gates), the s27 circuit has a
variety of different combinational logic cells. Finally, the last circuit under test is a custom
circuit specifically designed to guarantee a high rate for glitch pulse generation. The
schematic of the circuit is shown in Figure 8. It consists of eighteen combinational logic
cells, it has three inputs and one output, and 19.77% of the total power is attributed to
glitches. For this circuit, 232 inertial glitches and 30 transport glitches were generated
during the simulation.
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The comparison results for power estimation obtained for each circuit using the
process of Figure 7, for all the different threshold definition strategies described above, are
presented in Tables 2–4. We specifically show the estimation errors calculated for every
different strategy, concerning the error in the power of the entire circuit (“Circuit”), but
also additional metrics such as the mean absolute error of all the cells of the circuit (“Mean
Abs.”) and the standard deviation of the estimation errors among all cells of the circuit (“Std.
Dev.”). The “Mean Abs.” metric is used to evaluate how far each estimate is from the real
value because the “Circuit” column itself could lead to misinterpretations of the method’s
performance. In fact, a self-cancelation of different error contributions with opposite effects
can result in a low total estimation error, when there are cells with large optimistic (negative)
errors and others with large pessimistic (positive) errors. In every table, we identify the
proposed method as “Proposed”, the industry-standard method as “Industry std.”, and the
three alternatives from the literature, which are identified through their citation number.
Note that the performance of both the “Proposed” and the “Industry std.” methods was
tested also for scenarios where no filtering (NF) is applied to glitch pulses.

Table 2. Power estimation error for circuit c17 of the ISCAS85 benchmark circuits (NF = no filter).

Total Glitches Transport Glitches Inertial Glitches

Method Circuit Mean
Abs.

Std.
Dev. Circuit Mean

Abs.
Std.
Dev. Circuit Mean

Abs.
Std.
Dev. Circuit Mean

Abs.
Std.
Dev.

Industry std. −21% 21% 5% −60% 51% 56% 45% 21% 39% −100% 50% 55%

Industry std. (NF) −17% 18% 5% −11% 36% 54% 46% 21% 39% −32% 35% 54%
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Table 2. Cont.

Total Glitches Transport Glitches Inertial Glitches

Method Circuit Mean
Abs.

Std.
Dev. Circuit Mean

Abs.
Std.
Dev. Circuit Mean

Abs.
Std.
Dev. Circuit Mean

Abs.
Std.
Dev.

Tsai et al. [21] −19% 20% 4% −36% 40% 47% 77% 21% 39% −79% 42% 47%

Galbi et al. [10] −20% 20% 4% −43% 42% 48% 46% 21% 39% −76% 41% 46%

Meixner et al. [14] −20% 20% 4% −43% 42% 48% 46% 21% 39% −76% 41% 46%

Proposed −14% 16% 8% 35% 54% 93% 234% 37% 49% −41% 40% 60%

Proposed (NF) −14% 16% 8% 35% 54% 93% 234% 37% 49% −41% 40% 60%

Table 3. Power estimation error for circuit s27 of the ISCAS89 benchmark circuits (NF = no filter).

Total Glitches Transport Glitches Inertial Glitches

Method Circuit Mean
Abs.

Std.
Dev. Circuit Mean

Abs.
Std.
Dev. Circuit Mean

Abs.
Std.
Dev. Circuit Mean

Abs.
Std.
Dev.

Industry std. −25% 25% 19% −3% 32% 45% 41% 101% 235% −100% 40% 52%

Industry std. (NF) −22% 22% 18% 26% 72% 136% 40% 101% 235% −5% 97% 154%

Tsai et al. [21] −23% 25% 16% 13% 23% 37% 55% 65% 131% −78% 49% 66%

Galbi et al. [10] −25% 25% 19% 2% 27% 41% 41% 101% 235% −83% 60% 79%

Meixner et al. [14] −25% 25% 19% 2% 27% 41% 41% 101% 235% −83% 60% 79%

Proposed −27% 28% 17% −16% 23% 34% 5% 66% 141% −62% 53% 73%

Proposed (NF) −24% 25% 17% 9% 70% 143% 5% 66% 141% 19% 89% 147%

Table 4. Power estimation error for the custom circuit shown in Figure 8, which had the highest
number of glitch pulses (NF = no filter).

Total Glitches Transport Glitches Inertial Glitches

Method Circuit Mean
Abs.

Std.
Dev. Circuit Mean

Abs.
Std.
Dev. Circuit Mean

Abs.
Std.
Dev. Circuit Mean

Abs.
Std.
Dev.

Industry std. −18% 34% 33% −58% 43% 60% 49% 38% 49% −100% 44% 51%

Industry std. (NF) −9% 29% 32% −12% 80% 162% 23% 22% 40% −26% 82% 133%

Tsai et al. [21] −15% 34% 33% −47% 44% 67% 40% 20% 38% −81% 43% 62%

Galbi et al. [10] −14% 32% 33% −38% 55% 95% 23% 22% 40% −61% 54% 75%

Meixner et al. [14] −18% 35% 34% −59% 43% 69% 23% 22% 40% −91% 43% 57%

Proposed −15% 35% 35% −45% 49% 78% −7% 7% 18% −61% 58% 87%

Proposed (NF) −10% 29% 32% −18% 81% 138% −7% 7% 18% −22% 84% 141%

The results for circuit c17 are shown in Table 2. We observe that the estimation results
for the “Industry std.” method present the highest total error, which underlines the need for
improvement of the default glitch power estimation settings in EDA tools. Note that −100%
error for inertial glitches at the circuit level occurs because all glitches with ∆tglitch/td < 1
are directly filtered, thus all inertial glitches are missed. All the alternative methods
from the literature demonstrate a similar performance. Notably, the “Proposed” method
presents the lowest total power estimation error, with the lowest “Mean Abs.” value, even
though it presents a large overestimation in transport glitch power, mainly for the output
cells of the circuit, which could be attributed to the higher capacitive load. In fact, if the
output cells are not considered, the error in transport glitch power decreases to 13%. The
thresholds defined by the “Proposed” method took values between 0.80 ≤ ∆tglitch/td ≤ 1.03
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in the corresponding lookup tables, thus in line with the industry standard criterion of
∆tglitch/td < 1. Regarding the power of inertial glitches, the “Proposed” method shows nearly
the best results, but when the error is evaluated on a cell-by-cell basis through the “Mean
Abs.” metric, the other methods achieve a similar accuracy with the “Proposed” method.

Table 3 shows the results for circuit s27, which had different combinational cells, com-
pared to circuit c17, and the number of generated inertial and transport glitches was more
balanced. Here, glitch power estimates are closer to their real value. For the “Proposed”
method, the inertial glitch classification threshold varies between 0.79 ≤ ∆tglitch/td ≤ 1.57
in the corresponding lookup tables, thus taking values higher than the industry stan-
dard criterion of ∆tglitch/td < 1. On the other hand, the glitch filtering threshold was
∆tglitch/td ≤ 0.48, thus substantially below the industry standard criterion. We observe a
wider range of values here compared to the previous circuit due to the variety of existing
logic cells. Here, the “Proposed” method does not provide the best estimate neither for the
total power or the glitch power. However, it presents the lowest “Mean Abs.” and “Std. Dev.”
values for the glitch power, which generally suggests that the method achieves a better
cell-specific accuracy, which is expected to lead to better circuit-level estimations as the
number of combinational cells increases. Moreover, positive results are observed when the
transport and the inertial glitch power are studied separately. In fact, the estimation error
is relatively low, achieving only a 5% error in power attributed to transport glitches. It is
worth noting that other methods’ overall good estimation accuracy, including the “Industry
std.” method, is often attributed to the self-cancelation of different error contributions
with opposite effects. For instance, we notice a lower error in glitch power because of the
pessimistic error for transport glitches and the high optimistic error for inertial glitches in
Galbi et al. [10]. This is explained by evaluating the “Mean Abs.” and “Std. Dev.” values,
where the “Proposed” method shows good results. Table 3 also reveals the problem that NF
approaches generally have, since they present the largest cell-to-cell errors, as evidenced by
their “Std. Dev.” values.

Finally, Table 4 shows the results for the custom circuit, which generated the largest
number of glitches in simulation, principally inertial ones. For this circuit, all methods
under test conditions achieved similar accuracy in the total power estimation, as demon-
strated by the “Mean Abs.” and “Std. Dev.” values. However, the “Industry std.” method
with filtering presents the highest estimation errors. On the other hand, the “Proposed”
method achieved the third best performance in total power. However, specifically in
transport glitch power the “Proposed” method achieved by far the best accuracy. This
time, the inertial glitch classification threshold varied between 0.84 ≤ ∆tglitch/td ≤ 1.79
in the corresponding lookup tables, thus taking values again considerably higher than
the industry standard criterion of ∆tglitch/td < 1. On the other hand, the glitch filtering
threshold was ∆tglitch/td ≤ 0.69. Compared to the values applied in the previous circuits,
here the maximum values assigned to the thresholds increased. A high inertial classification
threshold contributed to the best identification of transport glitches. We again observe
positive results when the transport and the inertial glitch power are studied separately,
where the estimation error was only 7% in power attributed to transport glitches. However,
due to the relatively high filtering threshold values, many glitch pulses might have been
erroneously filtered. In fact, when no filtering (NF) was applied, the “Proposed” method out-
performed the rest in almost all categories, but at the cost of a poor cell-specific estimation,
as demonstrated by the higher “Mean Abs.” value.

A different representation of our results is shown in Figure 9 to facilitate the evaluation
of the performance of the “Proposed” method. For each benchmark circuit, we present the
statistics of the inertial glitch classification threshold assumed by the “Proposed” method.
Moreover, we present the total power estimation error demonstrated by the “Proposed”
method compared with the “Industry std.” error and the average error of the rest of the
methods. As the circuit complexity increases, the range of values for the inertial glitch
classification threshold also increases beyond the industry standard criterion. The perfor-
mance of the “Proposed” method is kept similar or better than the “Industry std.” method
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in increasingly complex circuits, with similar accuracy shown by the “Mean Abs.” and
“Std. Dev.” values. Additionally, for larger circuits, it is shown that the “Proposed” method
reaches a very similar average performance to the other methods considered in this study.
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5. Conclusions

To improve the accuracy of gate-level power estimations in Electronic Design Automa-
tion (EDA) tools, this work explored the effectiveness of a more comprehensive definition
of the inertial glitch classification and filtering thresholds on a cell-specific basis using
customized lookup tables, prepared to properly reflect the glitch formation according
to the local cell’s information. The proposed approach was evaluated against different
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methods for threshold definition, using a modified gate-level power estimation flow and
benchmark circuits designed with a 32 nm CMOS standard cell library. Our analyses high-
lighted several limitations in the approaches normally adopted by the industry-standard
EDA tools. For instance, global tool settings only permit glitch classification and filtering
thresholds to be less than or equal to the cell’s propagation delay (∆tglitch/td ≤ 1) for all
the cells of the circuit. However, the presented results showed that power estimations
could be improved by selecting threshold values where ∆tglitch/td > 1. In fact, transport
glitches could be better captured with higher inertial classification thresholds. However,
high filtering threshold values could lead to excessive elimination of valid inertial glitch
pulses and underestimation of glitch power. The original hypothesis for transport glitches
when Eglitch/Emax ≥ 0.95 turned out to be correct for the proposed method, but the fil-
tering target of Eglitch/Emax < 0.1 could be too high, considering that the corresponding
∆tglitch/td > value when this energy ratio was met reached up to 0.69. Therefore, smaller
filtering threshold values could possibly improve power estimations and benefit the identi-
fication of inertial glitch pulses.

Furthermore, our detailed analyses took into consideration additional metrics, such
as the “Mean Abs.” and “Std. Dev.” values, to facilitate the detection of cases where
a method’s overall good estimation accuracy in the total error is simply attributed to
the self-cancelation of different error contributions with opposite effects. Generally, our
comparisons showed that the currently adopted strategies in EDA tools do not guarantee
the best power estimation results, which is what practically promotes the exploration
of alternative techniques, as in this work. Moreover, since glitch power is known to be
normally scaled by a factor f s < 1 by gate-level power estimation tools, further exploration
is needed to determine the proper use of such a parameter, given that results on inertial
glitch power were not as good as expected.

Generally, the proposed method achieved good overall power estimation accuracy
in several categories, including for glitch power, sometimes outperforming the rest of the
methods with the lowest “Mean Abs.” and “Std. Dev.” values. The latter generally suggests
that the method achieves a better cell-specific accuracy, which is expected to lead to more
precise circuit-level power estimations as the number of combinational cells increases in
more complex circuits. Note also that the proposed method, specifically in transport glitch
power, achieved by far the best accuracy in two of the three evaluated circuits.
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