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Abstract: Car accidents are one of the top ten causes of death and are produced mainly by driver
distractions. ADAS (Advanced Driver Assistance Systems) can warn the driver of dangerous
scenarios, improving road safety, and reducing the number of traffic accidents. However, having a
system that is continuously sounding alarms can be overwhelming or confusing or both, and can be
counterproductive. Using the driver’s attention to build an efficient ADAS is the main contribution
of this work. To obtain this “attention value” the use of a Gaze tracking is proposed. Driver’s
gaze direction is a crucial factor in understanding fatal distractions, as well as discerning when it is
necessary to warn the driver about risks on the road. In this paper, a real-time gaze tracking system
is proposed as part of the development of an ADAS that obtains and communicates the driver’s gaze
information. The developed ADAS uses gaze information to determine if the drivers are looking
to the road with their full attention. This work gives a step ahead in the ADAS based on the driver,
building an ADAS that warns the driver only in case of distraction. The gaze tracking system was
implemented as a model-based system using a Kinect v2.0 sensor and was adjusted on a set-up
environment and tested on a suitable-features driving simulation environment. The average obtained
results are promising, having hit ratios between 96.37% and 81.84%.

Keywords: gaze tracking; face detection; computer vision; advanced driver assistance systems;
intelligent vehicles

1. Introduction

According to the World Health Organization (WHO), one of the top ten causes of
death, globally, are road injuries produced by car accidents [1]. Also, the percentage of
the earth’s population who die in these accidents has been growing in recent years. As
reported by [2], more than 1.2 million deaths are the consequence of road traffic injuries,
and the report shows that about 78% of car accidents are because of driver distractions.

Each year, the large number of car accidents comes at both tremendous human and
economic cost [3]. Besides, as stated in [4,5] it is demonstrated that drivers are less likely
(30–43%) to provoke collision-related damage when they have one or more passengers who
can alert them. For this reason, both industrial and academic communities are interested
in Advanced Driver Assistance Systems (ADAS) [6]. These systems aim to support the
driver’s decision-making during the driving process, improving car safety, particularly,
and road safety generally. At present, not only high-end cars incorporate ADAS, more and
more mid-range cars, and low-end cars incorporate these systems too [7].

There is an extensive research field dedicated to the development of systems based on
the analysis of the driver’s physical factors involved in traffic crashes. Regarding fatigue, it
is demonstrated that driver fatigue can affect driving performance as much as alcohol. Thus,
driver fatigue monitoring systems have been researched and developed over the last two
decades. Examples are recent works [8], where a single-channel electroencephalographic
device is used to monitor driver fatigue paying attention to the eye saccadic movement
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velocity as the reference index of fatigue, and [9], where the blinks of the driver are analyzed
to determine fatigue levels using a standard USB camera.

However, there is a critical design issue when it comes to the warning or informing
the driver using an automatic system. Research about the designing of warning systems
shows that a careless design may influence negatively on the driver’s performance. On the
one hand, it may increase their workload in the driving process, leading to a decrease in
their situation awareness [10]. On the other hand, the excess of unnecessary information
may be overwhelming, and it can lead to neglect and, finally, deactivation of the warning
system [11].

Therefore, the general purpose of our research line is to propose, develop and test an
agent-based alarm system that is designed as an intelligent Co-Driver, as a part of an ADAS,
which only warns the driver when it is necessary, proposing an alarms hierarchy [12–14].
To do so, it is necessary to establish whether the driver is paying attention or not and for
the ADAS to warn the driver in only two cases: if the driver is not paying attention, or if
the situation is very dangerous. This is a completely new proposal in the state of the art.
The proposed system is based on a camera-based eye tracker that uses the collected data
for the detection of, among others, drowsiness or fatigue. In addition, this work develops
non-proprietary software, which is part of a larger research project.

Advanced driver assistance systems (ADAS) are systems that help the driver to
increase safety in the car and on the road as a consequence. In 1986, different European
automotive companies and research institutes initiated the Prometheus project (Program for
a European traffic of maximum efficiency and unprecedented safety), proposing solutions
for traffic problems [15] Due to the lack of maturity of the technology in those years,
it was necessary to wait until the last two decades in which this type of research has
made significant progress. Research in recent years has focused on the development of
ADAS capable of intervening in different ways to avoid potential hazards [15] and increase
driver and vehicle safety [16]. Considering that 94% of traffic accidents are due to human
error [17], this research in technological areas related to the development of increasingly
powerful and comprehensive ADAS is essential.

Driver-centered ADAS are those that incorporate information obtained from the driver
to provide assistance [18]. This type of driver information incorporated into the ADAS is
essential, e.g., a lane departure detection system that does not integrate driver information
cannot detect whether the vehicle departure is intentional or a mistake. Thus, if the driver
is monitored and inattention or drowsiness is detected, it can be deduced that the vehicle
departure is not intentional, and a warning to the driver can be triggered.

In this work, we go ahead and propose a non-intrusive real-time gaze tracking system
for the driver that continuously determines where the driver is looking, providing the
information needed about the driver’s attention by the ADAS. This gaze tracking system is
a crucial piece that allows the ADAS and other in-vehicle warning systems to determine
the driver’s need to be warned about a specific risk happening during the journey. The
main idea is that the distraction of the drivers inferred by their visual area analysis leads to
the actuation of warning systems.

The main contributions of this work are (a) the approach of using the driver’s attention
to decide the ADAS activity, (b) the implementation of a parametric initialization method,
thus avoiding to spend time on calibrating the visual system in which the user is asked
to look at specific points of the screen to adjust the intrinsic parameters of the eye model,
(c) besides, the integration of a gaze tracking system model in a driver-centered ADAS
based on data fusion, to include in the model heterogeneous information, both from the
environment and from the monitoring of the driver.

After this introduction, the remainder of this article is organized as follows. The next
section provides an overview of the background and related work of driver inattention
monitoring systems for intelligent vehicles and, especially, for gaze tracking systems.
Section 3 describes the gaze tracking proposal with the explanation of the 3D eye model
used to determine where the driver is looking, how this model is implemented and how it
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is used, and the experimental set-up of the system. Section 4 describes the different aspects
of the experimental methods. Section 5 details the experimental results of the system
in the environments where it is tested. Section 6 presents a discussion of the obtained
results of the performed experiments. Finally, Section 7 presents the conclusions and future
work guidelines.

2. Related Research

As stated before, driver inattention is the leading cause of car accidents, so, this subject
is the purpose of many investigations in Computer Vision. In [19], there is an overview of
driver inattention monitoring systems for intelligent vehicles and, in particular, of driver
face monitoring systems [20].

Gaze tracking are the techniques that allows estimate the direction where an person
is looking at [21] This problem, generally, can be faced through two different methods:
appearance-based methods and model-based methods [22].

Appearance-based methods rely on eye appearance, i.e., assuming that similar eye
appearances correspond to similar gaze positions. Thus, gaze estimation consists of
extracting features from the eye images and learns a mapping function that relates to
the eye image features and gaze’s positions. The mapping function is usually learned
using different machine learning algorithms such as K-Nearest Neighbor [23–25], Random
Forest [26,27], Support Vector Machines [28] or Artificial Neural Networks [29–32]. A
current review of these methods can be found in [22,33]. Although appearance-based
methods do not require any knowledge about human vision and they only need simple eye
detection techniques, these methods require a large amount of data to learn the mapping
function and consider only the gaze estimation problem in 2D, and this is an essential
limitation in real problems such as driving. In addition, most of the existing appearance-
based methods only work for a static head pose [34] which makes them unsuitable for the
purpose of this paper.

Model-based methods rely on a geometric eye model representing the structure and
function of the human visual system. These methods are known for their high accuracy
because the eye model can simulate the human eyeball structure precisely. The gaze
estimation is computed as the human brain does through the eye model, analyzing the
human eye and head anatomy and critical components in the human visual system. The
works in [35–39] are examples of model-based methods. Although model-based methods
do require the necessary knowledge about human vision, these methods do not need any
previous data. Besides, model-based methods consider the gaze estimation problem in 3D,
so they allow free head movement during gaze tracking and obtaining the results not in a
discretized way, but with a tridimensional gaze estimation vector.

There are commercial gaze tracking solutions which have accurate results as [40].
However, most of these systems require wearing physical devices to perform gaze tracking
and cannot be applied in the driving task because it is too intrusive for the driver. Other sys-
tems such as Tobii EyeX [41] do not require users to wear any other device and would be a
good candidate for the proposed application because they provide accuracy and resolution
for estimating direction of gaze during driving. Therefore, these commercial solutions are
not considered in this work, because, as previously mentioned, non-proprietary software
is desired.

Recently Cazzato et al. [33] carried out an exhaustive study and comparison of the
main gaze tracking methods reported in the literature. This comparison focuses on the
accuracy achieved by each method, their advantages and disadvantages, as well as their
reproducibility. Based on this study we have chosen different systems to compare them
with the one used in this work. Table 1 shows the comparison of these systems according
to the study carried out by [33].

So, Table 1 compiles a comparison of some gaze tracking systems, based on RGB
cameras, RGBD, glasses and the one used in this work. As can be seen in Table 1, the
system proposed by Wang and Ji in [42] describes a gaze estimation model based on
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3D information gathered from a Kinect sensor. The main advantage of this method is
its reproducibility. However, it requires that each person conduct a guided calibration
process. Our approach is initially based on the Wang and Li model, nonetheless, it also
includes a method for establishing the intrinsic parameters of the model regarding the
human physiognomy, thus avoiding spending time on a calibration process. The method
describe in [43] uses RGBD information to infer gaze using a geometric model that takes
into account both eyes. It also requires a pre-calibration of the system to calculate the
intersection point of the system. The main disadvantage is that it is a non-reproducible
system. In [44], Al-Naser, et al. propose a glasses-based method that uses deep learning
to predict the gaze in egocentric videos and test its transferability and adaptability to
industrial scenarios. Its main advantage is its high accuracy, but it is a non-reproducible
and intrusive system. The experimental evaluation on two publicly available datasets
(GTEA-plus [45] and OSdataset [46]) revealed that, in terms of Average Angular Error, the
results offered by this system are similar or better than those obtained by some state-of- the-
art methods. One of the main limitations of this system is its difficulty to deal with sudden
head motion. In addition, its implementation is not open source, so it is a non-reproducible
system. In [47], Liu et al., propose a system to predict gaze differences between two eye
input images of the same subject. This is an attempt to introduce subject-specific calibration
images to improve the performance of end-to-end systems. The system processes a high
number of fps, is cheap, but does not allow working with 3D data and requires prior
calibration of each user. These characteristics do not make it suitable for the purpose of
our work. In [48], the gaze is inferred using two different CNNs to model head pose and
eyeball movements, respectively. The gaze prediction is extracted after aggregating the two
information sources by introducing a “gaze transformation layer”. This layer encodes the
transformation between the gaze vector in the head and camera coordinate system without
introducing any additional parameters that can be learned.

Table 1. Theoretical comparison of gaze tracking methods (based on [33]).

Method/Year Sensor Frame Rate Limitations Domain Accuracy Advantages Disadvantages

Our approach RGBD 30 fps at
1920 × 1080 Camera location

Simulated
driving

environment

81.84% over
inspectioned

areas

Calibration process is
not required Pupil location

detection is
improvable3D data available

data

[42] 2016 RGBD 30 fps at
640 × 480

Person
calibration Screen display 4.0 degrees 3D data available

Low resolution
affects the operation
distance (800 mm)

[43] 2017 RGBD - Person
calibration

Points on a
monitor

1.99 degrees 3D data available data
Not reproducible

Camera limitations
(e.g., distance)

[44] 2019 Glasses 13–18 fps Person
calibration

Industrial
Scenario

7.39 Average
Angular Error

Consider gaze as a
classification and

regression problem
Not reproducible

High precision Intrusive

[47] 2019 RGB 666 fps Person
calibration Public datasets

3~5.82 Average
Angular Error

Robust to eyelid closing
or illumination
perturbations

High run-time

Not reproducible

3D data not available

[48] 2017 RGB 1000 fps - Public datasets,
screen display

-

More usability
Face alignment time

to be consideredLess precision

3D only estimable

After the analysis carried out, it can be concluded that the implemented system, based
on [42] and with the incorporated modifications, is a suitable approach for the driving
problem addressed in this paper.

In recent years, there have been many advances in the field of ADAS. In [49], Hagl
and Kouabenan examined whether the use of ADAS can lead to driver overconfidence
and whether this overconfidence can have consequences on road safety. One aspect not
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addressed in the literature is whether the activation of certain alerts may be counterpro-
ductive for the driver. So, for example, in the recent works of [50,51] the driver is alerted to
dangerous situations (forward-collision or lane departure), but no analysis of the potential
adverse effects due to warning activation is performed. However, it has been shown
that excessive and/or unnecessary alerts from an ADAS can lead to the diver ignoring or
turning off the system [52]. In a previous work [14], this problem is solved by including in
the ADAS reasoning process, some information about the attention of the driver through
the gaze tracking system. In this way, the driver is warned only when it is necessary:
When they are not attentive or when they are attentive, but the situation is very critical, as
illustrated in Figure 1.
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Figure 1. Alarms are not shown when the driver is attentive. However, when the situation becomes critical (e.g., the
distance is very short, and there is no reaction of the driver) the alarm is launched preventively.

In this work, a model-based gaze tracking system is implemented using a Microsoft
Kinect v2.0 sensor (Microsoft, Redmond, WA, USA). Microsoft Kinect v2.0 is a low-cost
device with two optical sensors (RGB and IR cameras), whose distributable software
distribution incorporates a biometric API library. It has been considered a suitable sensor



Electronics 2021, 10, 1480 6 of 21

for the simulator, and its feasibility has been demonstrated in previous works. In addition
to the advantages detailed above, this kind of method can be easily reproduced and is
more general without having a large amount of previous data. The Kinect sensor is used as
a system viability study, capable of being replaced by another more accurate sensor once
the feasibility is validated.

This approach is mainly based on [42] (nomenclature and notation included), where
a Kinect camera is used too. Nevertheless, the method of obtaining the parameters of
the model is entirely different. In this study, a personalized calibration framework was
proposed and basically, it relies on choosing the subject-dependent eye parameter that
minimizes the distance between the estimated point where the user is looking on the screen
and some pre-defined point shown on the screen. Besides, our system is not only tested on
a screen, a controlled environment with ideal conditions. Finally, the gaze tracking system
is integrated with our ADAS project and is tested and analyzed in a driving simulator [53]
with real subjects during the driving task. The designed scenarios in the driving simulator
will be described in Section 4.

3. Proposed Eye Tracking Model
3.1. Gaze Tracking Approach

As mentioned in Section 2, in this work, a model-based estimation method is used.
Thus, the first thing is the construction of a 3D eye model that resembles human vision and
its eye gaze, based on [42], and illustrated in Figure 2.
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Figure 2. The 3D eye model, based on [42].

The eyeball and the cornea are represented as two spheres intersecting with each other.
The main parameters of the eyeball sphere are the eyeball center (e), the eyeball radius (re),
the pupil center (p) and the fovea. The main parameters of the cornea sphere are the cornea
center (c) and the distance between both cornea and eyeball centers (rce).

The optical axis (No) is the line that connects the eyeball center (e), the cornea center
(c) and the pupil center (p). However, the real gaze direction comes from the visual axis
(Nv), which is the line that connects the fovea and the cornea center and is a deviation of
the optical axis (No). That is because the fovea is a small depression in the retina of the eye,
where visual acuity is the highest. The angle between these two axes is a fixed angle called
kappa, and it is typically represented as a two-dimensional vector [α, β].

It should be noted that there are two different coordinate systems: the camera co-
ordinate system and the head coordinate system. The camera coordinate system has its
origin point (0,0,0) at the position of the camera, while the head coordinate system has
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its origin point (0,0,0) at the center of the head. This way, the eyeball center position
can be represented in the camera coordinate system (e) or as an offset vector in head
coordinates (Vhe).

In order to map a point from one coordinate system to another, the rotation R and
translation T of the head relative to the camera coordinate system are required. Thus, the
same point in camera coordinates zc and head coordinates system zh are mapped as given
in (1):

No =
p− e
||p− e|| (1)

Finally, it is necessary to mention that the parameters that depend on the person are
θ = {[α, β], re, rce, Vhe}. In this work, these parameters are initialized taking the mean value
of human beings as indicated in [54–56].

3.2. Implementation of the Model

The main objective of this work is to determine the direction of the driver’s gaze,
use this information as an indicator of their attention and thus take it into account in the
development of the ADAS. In a future work, it is recommended a better camera to be used
in a real car because more accuracy and better resolution will be needed. So, in this work,
following the [42] proposal, we use a Microsoft Kinect v2.0 sensor to capture the images
and perform the gaze tracking process. Figure 3 depicts the distinct steps required for the
obtention of the gaze from an input image.
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Figure 3. Flow diagram for gaze area estimation from an input image.

After face detection using Kinect libraries implemented with this specific purpose,
this process consists of three main steps:

1. Gathering the required information
2. Performing the corresponding spatial calculations
3. Calculating the Point of Regard (PoR)

The first two steps correspond with the driver’s information obtaining and using
the mathematical model to detect where the driver is looking. The last step consists of
discretizing this outcome to determine the specific gaze value that can be used in the given
context (e.g., a screen, a driving simulator, a real car). This last step can be adapted to be
used in any system.

3.2.1. Gathering the Required Information

This first step involves obtaining the pupil center in the camera coordinates system
(p), and head translation (T) and head rotation (R) described as 3D matrices relative to the
camera. In this step, it is necessary to make sure that the gaze tracking system has the
parameters that relate to the person (θ). These are, therefore, the necessary parameters that
must be obtained.

For the information about the head position relative to the camera, it can be easily
obtained by using the Kinect Runtime API and calculating the corresponding transformations
and changes of measuring units. However, there is no function for retrieving the pupil center
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in real time. For solving this issue, in [42] the pupil center was manually located during the
calibration process, collecting enough samples for performing estimations using RANSAC.

Thus, a new pupil detection method is implemented. This method uses the Emgu CV
library [57] for image processing, putting each frame captured by the camera through the fol-
lowing process, composed by 1 (EROI) and 2 (pupil center coordinates) steps described below.

1. Extraction of the Eye Region of Interest (EROI)

First, the process of extracting the Eye Region of Interest (EROI) selected the area
which surrounds one of the eyes, depending on the position of the driver’s head (it is
assumed that the other eye will behave similarly).

The EROI is obtained by the KinectFace library. For that, a face alignment method is
used for constructing the 3D mesh of the face composed by a set of 3D points. Common
facial points are indexed in the 3D in such a way that the distinct face features are easily
determined. Therefore, left and right EROI are rectangles defined by 4-tuple that contains
the coordinate (x, y) of its left corner and, its width and height, thereby specifying its
dimension as follows (2) and (3):

EROIl(x0 , y0, w, h) =
(

leicx, lemty, |leicx − leocx|,
∣∣lemty − lemby

∣∣) (2)

EROIr(x0, y0, w, h) =
(
reocx, remty, |reicx − reocx|,

∣∣remty − remby
∣∣) (3)

Where eic is the eye inner corner point, emt is the eye middle top point, eoc is the eye
outer point and emb is the eye middle bottom point. The notation of these points includes
the prefix l and r corresponding to the left and right eye respectively. The choice between
EROIr and EROIl depends on the yaw angle of the driver’s head relative to the Kinect device.
Consequently, if the driver’s head is turned to the right relative to the camera, the left eye is
processed because of the right eye partial or total occlusion. So, if the driver’s head is turned
to the left relative to the camera, the right eye is processed for the same reason.

2. Estimation of the Pupil Center Coordinates.

Once the EROI is set, the resulting image undergoes a series of changes. The detection
of pupil consists in a segmentation process composed by several operations in such a way
that pupil will be located in the image. First, it is converted to grayscale and then passed
through a white-and-black filter, which sets to white the darkest parts of the image (the iris
and pupil) above a specified threshold and leaves the remainder in black. Finally, an erode
filter is used to remove specific pixels from the edges of the white part of the image, and
the mass center of the white pixels is calculated.

This calculation of the mass center will return the coordinates of the center of the pupil
in the ROI, which can be translated to the coordinates in the complete image to obtain the
pupil center in the camera coordinates system. Figure 4. Illustrates the entire segmentation
process described above.
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3.2.2. Performing the Corresponding Spatial Calculations

Once all the needed information {p, R, T, θ} is gathered (p, R, T is calculated for
each frame), the gaze direction vector is calculated using the 3D eye model described in
Section 3.1.

From these parameters, the eyeball center e can be calculated as (4):

e = RVhe + T (4)

Then, having the eyeball center e and the pupil center p, optical axis No can be
calculated as (5):

No =
p− e
||p− e|| (5)

As the optical axis, No passes through the cornea center, and it can be calculated as (6):

c = e + rceNo (6)

The unit vector of the optical axis No can also be expressed as two angles Φ and γ (7):

No = (cos cos (Φ) sin sin (γ) sin sin (Φ) − cos cos (Φ) cos cos (γ) ) (7)

Thus, adding the deviation kappa angle, visual axis Nv can be calculated as (8):

Nv = (cos cos (Φ + α) sin sin (γ + β) sin sin (Φ + α) − cos cos (Φ + α) cos cos (γ + β) ) (8)

The resulting gaze direction vector is a vector that follows the visual axis (Nv), in the
camera coordinates system. Note that at this point, we have a gaze estimation vector in a
non-discretized way.

Making a calibration of the parameters that depend on the person is recommended,
to adjust the model and the system to the driver that is going to perform the driving
task. This way, in only a few seconds at the beginning of the process, the 3D model of
the eye is modified to resemble the visual system of the driver. However, this work is a
continuous improvement project whose first life cycle aims to integrate physical aspects of
driver monitoring in the ADAS reasoning and, to prove the viability of the use of a gaze
tracking system applying an initialization process based on the average features of human
beings, just as mentioned in Section 3.1. Gaze Tracking Approach. Although the calibration
process provides an overall better accuracy, the proposed initialization method reduces the
required time for system adjustment during experiment sessions.

3.2.3. Calculating the Point of Regard

The PoR can be calculated in each moment by intersecting the gaze direction line with
a concrete surface. It is important to note that this surface must be expressed in the camera
coordinates system. The gaze direction line can be easily determined using the previously
calculated gaze estimation vector and the cornea center (c) point. Then, the equation of the
gaze direction line results as follows (slope-intercept form), where t is a parameter:

Gaze direction line = c + tNv (9)

Figure 5 shows an example of model results using the computer display to define
the surface that intersects with the gaze direction line. This self-image captured during
the running of gaze tracking remarks the previously exposed model aspects as colored
circles. The green circle (A) indicates the estimation of pupil center (p) as result of the
image segmentation process. Two white circles (B) are the extreme points of the unit vector
which define the gaze direction line in the 2D coordinate space. These points are almost
overlapped due to the projection over the image plane. The blue circle is the PoR using the
plane described by the screen as intersection surface with the graze direction line (C). The
red point is a reference point that indicates the center of the image (D).
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However, due to the definition of the problem, in this work, the surrounding space of
the driver is discretized to establish the possible zones within the car where he/she can
look in each moment.

In a vehicle, the driver’s field-of-view is not distributed symmetrically along the yaw
axis because the driver is sat on the left (or right) side. Consequently, the gaze patterns and
head movement required for inspecting the three view mirrors are completely different.
The inspection of the rear-view mirror requires looking slightly to the right, nonetheless, it
can consider that gaze is focused on the center. Focusing the gaze on the left-side mirror
implies the pupil rotation and the peripheral vision mostly, whereas the inspection of the
right-side mirror involves turning the head as well.

Assuming the gaze patterns exposed above, the gaze areas were set, thus dividing the
complete display width consist of three screens accordingly.

In this first approach, the possible gaze values are Left, Front-Left, Front, Front-Right,
and Right. These are some of the values that are required in the Agent-based ADAS and
are contained in the ontology defined in the project, and used in the driving simulator.
Therefore, the surrounding space of the driver is divided into these 5 zones, where each
zone is defined as follows:

• Front. The driver is looking ahead through the car’s windshield and it includes the
inspection of the rear-view mirror.

• Front-Left. Driver is looking to the left-side of the windshield, also looking indirectly
ahead by their peripheral vision. In this case, the driver focuses their visual attention
on dynamic environment entities such as pedestrians and vehicles that are moving
transversely to the vehicle’s trajectory. Therefore, while the drivers are inspecting one
side, they are not aware of the other side (right).

• Front-Right. Analogous to the previous case, the driver is looking to the right side of the
windshield, also looking indirectly ahead using their peripheral vision. Consequently,
while drivers are inspecting the events that occur in this area, they are not aware of
the other side (left).
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• Left. The driver’s vision is focused on inspecting the left-side rear mirror; thus, the
pupil rotates towards the lateral canthus of the eye, so they are not aware of what is
happening ahead, on the front of the car and on the right side.

• Right. Inversely to the previous case, the driver’s vision is focused on inspecting the
right-side rear mirror that requires the pupil rotation towards the outer eye canthus
and even turning their head. Therefore, they are not aware of what is happening
ahead, on the front of the car, or on the left side.

The five virtual surfaces are modeled in the camera coordinates system. Specifically,
five planes are defined in front of the driver, as shown in Figure 6. In this picture, it can be
seen the three screens of the driving simulator and one plane for each gaze value from the
driver’s perspective.
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As can be seen in Figure 6, the Front gaze value is the part of the windshield that
corresponds to the front of the car. Front-Left and Front-Right gaze values are next to
this zone, and they represent the sides of the front of the vehicle, just before the rear-view
mirrors. It can be observed that the left side is smaller than the right side, and this is because
the driver is located in the front left seat, so the left area is smaller than the right area.
Finally, Left and Right gaze values are extended through both sides to a defined maximum
area of view. If this area is exceeded, then the gaze value is labeled with “-” (unknown).

In some of the frames captured by the camera, the gaze system is not able to recognize
the user (e.g., because the user covers their face with their hand, looks at a non-defined
gaze zone such as downwards or the system cannot detect him/her), giving the output “-“.
These frames are, thus, discarded and labeled as “Unknown”.

Therefore, the gaze direction of the driver in each moment is defined as the intersection
of his/her gaze direction line and one of these described virtual surfaces. Depending on
which plane is intersected, so will be the value of the PoR.

4. Experimental Design
4.1. Data Acquisition on Set-Up Environment

As previously mentioned, the sensor used in this work is the Microsoft Kinect v2.0 cam-
era. The gaze tracking system was first adjusted in this environment and after was tested
in the driving simulation environment. The gaze values described in Section 3.2 were the
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same in both evaluation environments. Nevertheless, for the set-up environment, the five
defined planes were readjusted to smaller proportions for fitting in this scope.

This environment, in which the gaze tracking system is adjusted, consists of a personal
computer in a laboratory, where the distance and location to the Kinect sensor and the
light conditions are ideal. The sensor is located centered, under the screen. The distance
between the subject and the camera is approximately 60 cm (depending on the person).
Finally, the light conditions are clear, not producing shadows or reflections on the face
of the subject. This first evaluation is made to allow the adjustments of the proposal and
prove that the approach is working correctly in a controlled environment.

This set-up process required that the user looks at the five defined zones for the same
amount of time, for five minutes, while he/she was being recorded at a frame rate of
30 frames per second (fps). A single video had, thus, a total of 9000 frames.

4.2. Experiment Designing in Driving Simulator Environment
4.2.1. Integration of Gaze Area in the ADAS Based on Data Fusion

The gaze estimator presented in this paper is a subsystem part of a fusion data based
ADAS. Figure 7 shows in general terms the three subsystems which compose this ADAS
and how the estimation of the gaze area is integrated in the system model.
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As can be observed, STISIM driving simulator [53] is the master subsystem because the
execution of a driving scenario is the starting point for the communication of all subsystems.
Moreover, the API component allows the deployment of new features like the inclusion
of virtual sensors (e.g., distance, object detection) and the inclusion of messages on the
simulator’s display (e.g., alarms, distances). In addition, it allows obtaining driving data
such as reaction time to driving events, the angle of rotation of the steering wheel at each
moment or the activation level of each of the pedals of the car: clutch, throttle, and brake.

It should be noted the importance of the ADAS Manager. This middleware component
orchestrates the interaction processes across the integrated subsystems, thereby holding the
synchronization of this distributed system and providing it with the conception of a unique
system. Mainly, it has two purposes. The first purpose is to manage and compose ontology
instances from data about the relevant aspects of the current driving scene, including the
environment information and driver monitoring aspects such as the gaze area estimation
presented in this work. Second is to scatter these produced instances to the intelligent
agents’ system and manage their responses, in such a way that a signal is transmitted to
the virtual HCI for raising a visual/sound alarm.
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Intelligent agents’ system is the data analysis core of this data fusion based ADAS
where driving scenes are classified as potential hazards or not. In this case, agents are imple-
mented as rule-based models, being able to identify five distinct hazards hierarchically [58].

Moreover, the diagram also illustrates the communication interfaces that each system
either provides for connectivity with other systems or requires for its functioning. Details
about communication protocols and the modeling of ADAS reasoner were widely explained
in [58].

4.2.2. Vision System Configuration

Here, the Kinect sensor was located centered, above the screen. However, the distance
between the camera and the subject was higher (110 cm) than in the first experimental
process. Although the light conditions could be practically the same, the angle which is
formed by the sensor and the person (approximately 35◦) causes shadows and reflections
in the driver’s face, particularly in the eye sockets, making this environment more real-
istic. This evaluation was made to observe how the system behaved in more restrictive
conditions, and to prove the viability of the system.

4.2.3. Driving Scenario Designing

STISIM drive were used for defining personalized scenarios within the simulator. This
experiment consisted of the performance of the driving task by the different subjects in
a driving simulator while being filmed, and their gaze was monitored at the same time.
This time, the drivers did not look at the five gaze zones the same amount of time, because
most of the remarkable events took place in the front side or the right side of the vehicle
(e.g., parked cars that start their march or crossing pedestrians), as in real driving.

Two complex scenarios were used to perform the driving task in the experiments.
These scenarios, besides including normal driving periods, have road situations that
are extreme and force the driver to decide in a short time. The designed scenarios are
described in [59]. The simulation scenarios used for the experimental trials contemplate
risky situations which are commonly associated with driving in urban areas. The main
design process requirement is to present driving conditions in which the driver’s visual
attention over roadsides will be crucial.

The methodology for describing scenarios based on the theatre metaphor allows to
detail all the concerning aspects in the design process of driving trails [58]. Therefore, a
scene represents a situation in a specific location with a particular scenery and, and which
involves actors whose participation directly affects the driver’s behavior. The scenario is
composed of a sequence of four kind scenes described as follows. For instance, one of these
scenes takes place in both residential and commercial areas. On these locations pedestrians
circulate and it often has parked vehicles on both sides of the roadway, narrowing the
range of the driver’s visual field. Then, the scene consists of a pedestrian who walks across
the road. In this case, the driver’s vision and the braking reaction time are a handicap to
deal with the scene successfully without running over the pedestrian (see Figure 8).

With the purpose of assessing the gaze tracking model, the resulting videos from the
experimental season were visually analyzed frame by frame and the gaze area where the
participants were looking at were manually labelled. ViperGT software [60] were utilized
for conducting this process. This image and video labelling tool allow to create personized
XML schemes which hold a wide sort of labels, including text labels. Figure 9 shows the
interface of ViperGT during the labelling process and how the gaze area is assigned for each
frame. As result of the set of instances are paired labelled, one corresponding to proposed
model estimation, and the other as result of this ground-truth process.
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4.3. Experiment Protocol

For the data acquisition of set-up environment, the execution of gaze tracking was
recorded in video. These videos were later used to perform a ground truth labeling process,
which is manual, costly, and time-consuming. Then, having both the output of the gaze
tracking system and the labeled video of the experiment, the results of the experiment were
processed to assess the accuracy of the model in this controlled environment.
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The driving simulation environment consists of a driving simulation system where the
gaze tracking system was integrated and deployed. Thus, the gaze tracking system is syn-
chronized with the driving simulation environment in such a way that it can communicate
where the driver is looking at each moment of the driving task.

Totally, 10 non-visual defect men and women with ages from 21 to 32 (24.6 ± 3.13),
with driving experience of more than 2 years and, between 6000 and 15,000 km/year,
performed the driving trial. The experiment consists of two sessions performed on separate
days. However, only second driving sessions in which ADAS system supported to the
driver when faced with the hazardous events were recorded in video. Regarding the
assessment of the proposed gaze tracking, some recorded sessions were manually labeled
to determine the system accuracy in this domain. It is important to note that all subjects
gave their informed consent for inclusion before their participation in the study. The
study was conducted following the Declaration of Helsinki, and the protocol followed the
recommendations of the Ethics Committee of the institution [61].

5. Results
5.1. Set-Up Environment

The experiments accomplished in the set-up environment are the experimental setup
that allows the adjustment of the system. 18,000 frames of two people are evaluated to
prove this first approach in this set-up environment. The ages of these two subjects are
23 and 31 years, with different kinds of skin tones, and with no visual defects.

Table 2 shows the resulting confusion matrix, as well as other additional results,
explained as follows:

• Unknown ratio: a fraction of the total frames that are not recognized.
• Hit ratio (absolute): hit ratio without discarding the not recognized frames.
• Hit ratio (relative): hit ratio discarding the not recognized frames.
• Mean error: mean error discarding not recognized frames. Error is given by calculating

the distance among the different classes (10):

E = |predicted_value− observed_value| (10)

Table 2. Confusion matrix and results of the set-up environment adjustment experiment.

True Zone Recognized Gaze Zone

Left 100 0 0 0 0
Front-Left 6.91 93.09 0 0 0

Front 0 3.08 96.57 0.35 0
Front-Right 0 0 4.37 93.40 2.23

Right 0 0 0 0.44 99.56
Unknown ratio: 0.79%

Hit ratio (absolute): 95.60%
Hit ratio (relative): 96.37%

Mean error: 3.63%

In this experiment, it is observed that the unknown ratio is meager, less than 1% of
the total frames. Also, the total relative hit ratio is 96.37%, and the mean error is 3.63%. It is
noted that the mean error corresponds with the percentage of fails in the prediction since
the maximum distance among the wrongly predicted frames is 1.

Regarding the confusion matrix, it is observed that the hit ratio per class is also high,
from 93.09% to 100%. Front-Left and Front-Right classes are worse predicted than Left and
Right classes because they are intermediate, so they have more probabilities of failing.
However, Front class is better predicted, since the camera has a better view of the user in
this case.
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5.2. Driving Simulator Environment

Figure 10 shows the ADAS actuation while the driver’s attention was focused on the
front and a pedestrian crosses the roadway suddenly. In this experiment, five minutes
of video were randomly extracted from the complete driving tasks with the purpose of
labelling the gaze area manually. Due to this particular process of manually labelling
means a costly effort, 3 out of 10 participants were randomly selected for it. As a result, the
ground-truth of the gaze area was obtained from 27,000 frames.
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Table 3. Confusion matrix and results of the driving simulator environment experiment.

True Zone Recognized Gaze Zone

Left 68.77 21.33 9.90 0 0
Front-Left 2.57 51.51 44.09 1.39 0.44

Front 0 2.08 93.05 4.65 0.22
Front-Right 0 2.35 31.93 64.78 0.94

Right 0 0 20.61 13.74 65.65
Unknown ratio: 11.16%

Hit ratio (absolute): 72.69%
Hit ratio (relative): 81.84%

Mean error: 19.14%

As can be observed, the results concerning the driving experiment show a higher rate
of unidentified gaze area (11.16%) than exhibited in controlled conditions (0.79%) because
of the differences between both vision system configurations and environmental conditions.
Thus, the total relative hit ratio is 81.84%. Nevertheless, considering the environmental
conditions, this hit ratio is good enough given the objective of the present work, as detailed
below in Section 6, primarily because in the zones where, mainly, risky situations happen.
For example, if in a period of 3 s before a dangerous situation occurs, more than 8 out of
10 frames will be detected before, or in other words, 75 frames out of 90 that are processed,
it is assured that the alarm will be triggered and will warn the driver.

The mean error obtained now is 19.14%. Now, it does not correspond with the
percentage of fails in the prediction, since now the distance among classes is greater than
1 in some cases (e.g., the distance between Left and Front is 2, see Figure 5).

Regarding the confusion matrix, it is observed that the hit ratio per class now is higher
in the Front gaze value, with 93.05%. The front gaze is the majority class because the driver
is looking ahead most of the time. The rest of the classes follow the same pattern as in the
controlled environment, Left and Right classes were better predicted than Front-Left and
Front-Right classes. As stated before, extreme classes (Left and Right) had fewer frames, and
there were more frames on the right side than on the left side.
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The environmental conditions in the driving simulation environment affect the ac-
curacy of all classes. However, the Front class is just slightly reduced. Therefore, we can
conclude that these conditions influence the side gaze values substantially. The position of
the head and the features of the face produce light variations like shadows and reflections
and are factors which alter the performance of the gaze tracking system.

6. Discussion

The gaze tracking system based on [42] was evaluated in two different kinds of
environments. Due to the conditions of each environment, the results obtained in the set-up
environment were better than the obtained in the driving simulation environment.

However, the objective of our ADAS project is ultimately to have it incorporated in
a real car. This objective makes it essential that the environment have to be as realistic as
possible, as in the driving simulation environment by now. Therefore, after this validation
of the viability of the ADAS with the gaze tracking system, the camera must be replaced
with another sensor with higher resolution, as well as future works must be done as
detailed in Section 7.

The resulting unknown ratio of 11.16% means that three frames are lost each second.
This value is experimentally admissible since the gaze tracking system will be part of an
alarm system of an ADAS, where it does not make a difference if some of the frames are
lost because the adjacent frames can activate the corresponding alarm if necessary. In the
case of dangerous scenarios, if the gaze tracking system does not recognize the driver, the
alarm is launched regardless, preventively.

The obtained relative hit ratio of 81.84% among the five possible gaze values defined
is also adequate for the system. The warnings of the ADAS should be activated only when
it is necessary, i.e., when the driver is not aware of the danger. This way, the driver is not
overwhelmed or bored, or both, by the system. Thus, since most of the time, the driver
is correctly recognized, we consider that this value is good enough for the objective of
the present work. One instance could be the critical case of running over risk in which
the driver must be aware of the pedestrian is walking across the road (e.g., Figure 10).
For this specific case, the system detects the pedestrian and extracts the main features of
their action, such as their walking direction, speed, position respect the ego-vehicle and,
the time-to-collision. Afterward, the system evaluates the driver’s gaze to determine the
driver’s awareness about this situation (see Figure 11). At this first system approach, the
set of rules for this specific case relate the pedestrian position with the driver’s visual zone
at each fragment of time from the moment of their detection.
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Finally, the best results of the prediction of the system are in the more critical gaze
values: Front, Left, and Right. Being able to predict the majority class, Front, makes the
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system works well most of the time. Also, being able to predict the extreme classes, Left
and Right, makes the system detects the driver distractions when the events take place on
the other side. Regarding the assessment of the ADAS, drivers exhibit a lower reaction
time and most of the critical events, such it was reported by Sipele et al. [59].

7. Conclusions and Future Works

The current number of car accidents comes at both tremendous human and economic
cost. It is demonstrated that drivers are less likely (30–43%) to provoke collision-related
damage when they have one or more passengers who can alert them. These reasons make
it relevant to work in the development of ADAS. The purpose of ADAS is to support the
driver in the driving process, improving car safety particularly and road safety generally.
Frequently, the driver finds ADAS information overwhelming, and this fact can lead the
user to ignore the warnings produced by the system. Developing ADAS that only warns
the driver when it is necessary is an essential feature in these kinds of systems.

In this work, we propose a fundamental component of an ADAS that warns the driver
only in case of driver distraction, a gaze tracking system. The gaze system obtains and
communicates the driver’s gaze information, allowing the ADAS to warn the driver only
when it is needed. The developed ADAS uses the gaze information to determine if the
driver is paying attention to the road.

The proposed gaze system avoids the problem of intrusive sensors, proposing a frontal
camera—a Microsoft Kinect v2.0—for validating the proposal. The gaze tracking system
has been validated in a driving simulation environment. It proved to work correctly with a
relative hit ratio of 81.84%. The warnings of the ADAS should be activated only when it is
necessary, i.e., when the driver is not aware of the danger.

Once the proposal’s viability is complete, the next step will be to test the gaze tracking
approach and the ADAS based on the driver in a real car. The proposal is general but may
require some adjustments, such as changing the camera sensor or improving the pupil
detection system. In addition, due to the results of recent work, we could assess the use of
other types of gaze tracking systems.

As limitations of the presented work, the camera location regarding height and dis-
tance respect the driving seat is an important aspect to consider in the overall system
assessment. Mainly, low illumination impedes obtaining a better rate of pupil location in
the image.

There are several future works related to the work done. On the one hand, there are
works related to the parameters used in the gaze tracking system that could be adjusted for
each driver using an optimization method before starting to use the proposed system. On
the other hand, there are works aimed at solving the problem of drivers wearing glasses.
Furthermore, the increasing number of gaze areas including divisions along the pitch axis
to incorporate the inspection of vehicle dashboard elements such as speedometer and
odometer, as well as distinguishing the gaze focused on environment elements. Thirdly, the
proposed system could be used with other problems such as controlling the presence and
the attention of students in Massive Open Online Courses (MOOCs) or gaze guided User
Interfaces (UIs), taking advantage of its main characteristic of being a non-intrusive method.

Finally and given that the main goal of our research works is the construction of an
intelligent ADAS that warns only when the driver needs to be warned, a future line of work
will be the inclusion of Google’s pupil detection system [62] into the gaze tracking module.
In particular, we are interested in analyzing if the inclusion of such system improves the
efficiency of the gaze detection module and consequently the efficiency of the ADAS.
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