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Abstract: In the process of violence recognition, accuracy is reduced due to problems related to
time axis misalignment and the semantic deviation of multimedia visual auditory information.
Therefore, this paper proposes a method for auditory-visual information fusion based on autoencoder
mapping. First, a feature extraction model based on the CNN-LSTM framework is established, and
multimedia segments are used as whole input to solve the problem of time axis misalignment
of visual and auditory information. Then, a shared semantic subspace is constructed based on
an autoencoder mapping model and is optimized by semantic correspondence, which solves the
problem of audiovisual semantic deviation and realizes the fusion of visual and auditory information
on segment level features. Finally, the whole network is used to identify violence. The experimental
results show that the method can make good use of the complementarity between modes. Compared
with single-mode information, the multimodal method can achieve better results.

Keywords: violence recognition; auditory-visual fusion; autoencoder mapping; shared semantic
subspaces; CNN-LSTM

1. Introduction

The wide application of high-definition multimedia data acquisition equipment has
guaranteed public social security and greatly protected the safety of people and property.
The exploration and research of violent behavior detection based on multimedia data
streams are an important direction in intelligent signal processing [1].

The process of violence recognition mainly consists of feature extraction and recogni-
tion model design. Earlier work mainly focused on the design of violent features. Studies
proved that appearance and motion features in visual information could effectively de-
scribe violent behaviors [2], such as RIMOC (rotation-Invariant feature modeling MOtion
Coherence) [3] and GRADIENT direction histogram HOG [4], the latter of which described
appearance. STIP (space–time interest points) [5], iDT (improved dense trajectories) [6], and
GMOF (Gaussian model of optical flow) have also been described in relation to motion [7].
Along with continuous research, scholars have found that the auditory channel also plays
an important role in the detection of violent scenes, such as those often accompanied by
shooting, explosions, roaring, and screaming, which are typical sounds related to the break-
ing of objects; however, nonviolent scenario sounds tend to be relatively slow. The auditory
feature is thus represented by the classic Mel-frequency cepstral and LPC (linear predictive
coding) used to identify violence [8]. After feature extraction, the final recognition results
are often obtained through classifiers, such as SVM [9], bag-of-words mode [10], etc.

With the development of deep network technology, the deep network model repre-
sented by a convolutional neural network (CNN) [11] can realize end-to-end task processing
by integrating feature extraction and recognition models. A long- and short-term memory
network (LSTM) [12] realizes the acquisition of a sequence context, and these models have
made breakthroughs in the field of computer vision [13]. The unprecedented prosperity of
deep learning has prompted scholars to try to use deep networks to identify violence. In
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terms of visual features, Accattoli et al. used a 3D convolutional network to detect violent
behaviors [14] and Tripathi et al. used a convolutional neural network to extract multi-level
video features [15]. Additionally, Deniz et al. proposed fast motion detection based on
an extreme acceleration mode [16]. Sharma et al. realized violent video scene detection
based on a deep neural network [17]. In terms of auditory, Garcia-Gomez et al. realized the
recognition of violent events based on auditory feature screening [18], while Chen L B et al.
explored the classification of violent audio using a temporal tensor feature [19]. Moreover,
Wang Y et al. examined audio time localization based on a continuous time model [20].

As can be seen from the above analysis, visual and auditory information in violent
videos contain different features related to violence, and these features from different modes
are characterized by information complementarity. In the process of violence recognition,
these different modal features need to be fused together to improve the accuracy of violence
recognition. Scholars have tried to fuse multimodal features at different granularities,
which can be divided into two categories: a late fusion method [21], which integrates the
classification results of classifiers based on different modal features at the decision level,
and an early fusion method [22], which combines and splices different modal features.
However, due to the particularity of violent behavior, there are common problems that are
difficult to solve in the process of auditory-visual information fusion for the identification
of violence. First, auditory-visual data are often misaligned on the time axis, for instance,
an explosion might be heard first, followed by a crowd rioting, or vice versa. Second, the
semantic expression bias of visual and auditory information, such as normal behavior, is
shown in a video accompanied by an explosion, or, alternatively, violent behavior is shown
but without any abnormal background sound. Both of these are problems that need to be
solved in the process of multi-modal feature fusion.

At present, multimodal fusion for the recognition of violence mostly adopts a late
fusion method at the decision level [23,24], primarily. This is mainly because the informa-
tion fusion at the decision level is equivalent to the fusion of semantically similar features
in the same feature space (i.e., decision scores), which has less risk and is relatively easy
to achieve. However, the effect of a decision-level fusion method on the improvement
of violent video recognition performance is limited, as only the scores after each mode
decision can be used in decision-level fusion, and the semantic consistency of each mode of
information is not taken into account. Compared with decision-level fusion, an advantage
of the feature-level fusion method is that it can more intuitively fuse more modal informa-
tion and better capture the relationship between various modes. Good feature-level fusion
methods can significantly improve the performance of video classification. However, the
difficulty of this method lies in the different semantic meanings of various modal features
and the difficulty of establishing feature subspaces with uniform semantic representation.

However, semantic consistency is important in multimodal fusion, especially in visual
and auditory information fusion. When the semantics of multimodal information are con-
sistent, the information is complementary; otherwise, they may interfere with each other
(such as the famous “McGurk effect” [25], which is a perceptual cognitive phenomenon
manifested primarily in the interaction between auditory and visual perception in the pro-
cess of speech perception). Sometimes, human hearing is so clearly affected by vision that
it can lead to mishearing. When one sound does not match another, people mysteriously
perceive a third sound, and merging them can even have the opposite effect. Therefore,
in the case of semantic inconsistencies between multimodal forms of information, feature
fusion between modes without any measures cannot achieve information complementarity
between modes, and it may also lead to the degradation of an algorithm’s performance [26].

In violent videos, semantic consistency can be understood as the featuring of violent
audio and violent video; this consistency means that either both audio and visuals feature
violent scene descriptions or neither of them do. Violence in multimedia data analyses can
be found due to the particularity of violence, and semantic inconsistencies in audiovisual
information are embodied by two notions. First, audiovisual data are not aligned on a
timeline. Second, there are semantic expression deviations between visual and auditory
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information. Both of these are problems that need to be solved in the process of multi-modal
feature fusion.

Violence as captured by existing recognition algorithms combines audiovisual fea-
tures that do not consider semantic consistency problems. As such, this paper proposes a
recognition model of violence, which uses a CNN-LSTM architecture for fragment levels
feature extraction and uses the autoencoder [27] model to represent the shared semantic
subspace mapping for audiovisual information fusion. Through this approach, we seek to
circumvent problems related to audiovisual information time axis misalignment. Then, the
segment-level visual and auditory features are integrated into the same shared subspace
using an autoencoder model, and semantically corresponding labels are introduced to
optimize the autoencoder model to solve the problem of semantic consistency. Our exper-
imental results show that this method can improve the performance of violent behavior
recognition methods.

In Section 2 of this paper, a feature extraction method for visual and auditory channels
based on the CNN-LSTM model is introduced. In Section 3, the construction method for a
visual and auditory feature shared subspace and fusion detection model is introduced. In
Section 4, the MediaEval VSD2015 dataset [28] is used to verify the validity of the proposed
method.

2. Auditory and Visual Feature Extraction Method

Violent behavior shows a certain persistence in the time axis, so it is necessary to
extract the identification features of violent behavior within a certain time span. In this
paper, CNN-LSTM architecture is used to extract the auditory and visual features of
violence on the temporal axis; in other words, the AlexNet [29] structure in the CNN
network is used to extract the frame-level features, and the LSTM is used to integrate the
frame-level features to obtain the segment-level features. This section details the specific
feature extraction methods.

2.1. Auditory Feature Extraction Based on CNN-LSTM

Auditory information is a key element in the recognition of violence. There are two
approaches to auditory feature extraction. One is the filter-based acoustic feature extraction
method, the typical features of which include Mel-frequency cepstral features and LPC
features. These features have achieved good effects in the field of speech recognition.
However, this feature extraction method does not consider the differences between different
tasks, which may lead to a lack of key information related to a given task and affect the
results. The other approach is the end-to-end feature extraction method based on a depth
network, which directly takes an audio signal as input and uses the depth network for
feature extraction. When deep network is used for end-to-end feature learning, a large
number of data sets with uniform distribution of the occurrence frequency of classified
events are needed [30]. However, the current violent audio data sets are difficult to meet
this requirement. This is because violent sounds are mostly sudden, such as gunfire and
shouting, and their occurrence time and frequency are unfixed, random, and unpredictable.
As a result, the distribution of violent audio events and non-violent audio events in data
sets is uneven, and the network cannot fully learn the features of violent audio. Therefore,
this paper does not use the end-to-end feature extraction model for feature extraction of
violent audio.

An audio signal can also be used contain all audio-related information of a spectrum
diagram or an audio waveform envelope for characterization. In this paper, CNN net, as
the best image feature extraction method, is used to extract audio features, and the original
audio waveform is mapped to the two-dimensional field as the network input, achieving
end-to-end audio feature extraction. This method not only improves the representative
accuracy of violent behavior but also solves problems related to the form and scale of
audio and video features regarding their inconsistent processing of visual and auditory
information fusion.
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In order to avoid unnecessary network training and parameter tuning overhead, this
paper uses the pre-trained AlexNet structure as the feature extraction model of the CNN
network to extract frame-level features. The AlexNet structure contains five convolutional
layers, three pooling layers, and three fully connected layers. The output of the last full
connection layer passes through the SoftMax layer of 1000 neurons, which generates a
probability distribution of the 1000 class label output results. At the same time, due to
the continuity of violent behavior on the time axis, this paper selects the LSTM network
to process the temporal relationships between audio frame-level features and to obtain
segment-level features. The specific structure of the auditory feature extraction module is
shown in Figure 1.
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Figure 1. The module of violent auditory feature extraction.

In this module, the red rectangle represents each convolution layer, the yellow rep-
resents the pooling layer, the blue represents the fully connected layer, and the green
represents the LSTM structure. The convolution layer contains the ReLU activation func-
tion, which makes the activation mode of the network sparser. The pool layer contains a
local response normalization operation to avoid gradient disappearance and improve the
network’s training speed.

The two-dimensional spectrum features of the auditory signal as input in Figure 1 can
be spectral or audio waveform envelopes. In order to verify the effectiveness of the two
inputs, this paper uses the model shown in Figure 1 to extract auditory features. Two fully
connected layers of 2048 × 512 and 512 × 2 are added to the output end of the model as
classifiers. Through verification on the MediaEval 2015 training set [26], the experimental
results are shown in Figure 2. The horizontal axis in Figure 2 is the number of iterations,
while the vertical axis is the recognition accuracy. As can be seen from Figure 2, in terms of
the ability to distinguish violent from nonviolent audio, the recognition accuracy of the
original audio envelope map is better than that of the spectrogram, at least in most cases.
Therefore, this paper selects the audio waveform envelope as input information for the
feature extraction of the auditory channel.
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2.2. Visual Feature Based on CNN-ConvLSTM

Visual information plays a key role in the detection of violence. Violent behavior
recognition primarily detects violent continuous actions in a video; these need to be
processed by images of the video frame. Considering that the object of violent behavior
recognition is violent action, the inter-frame differences in a video can theoretically extract
the required information more accurately than the video frame itself [7]. Therefore, the
difference between the adjacent frames of a video is selected as the input of the network
model in this paper, and the same AlexNet structure is used for visual frame-level feature
extraction.

Considering that this paper uses the frame-level features extracted by the difference
between video images, meaning higher requirements for local spatial features, this paper
selects the ConvLSTM network [31] to capture the temporal relationship between visual
frame-level features. As such, this process is realized by the ConvLSTM network in this
paper.

Therefore, regarding the feature extraction of video violent behavior, this paper adopts
feature extraction architecture that is consistent with the structure of an audio feature
extraction module. In other words, AlexNet is used as the CNN subject to extract image
features, but the classic LSTM module is replaced by ConvLSTM, and the original input
signal becomes the difference between frames of the image.

3. The Deep Network for Auditory Visual Information Fusion

In Section 2, the features of different modes are acquired. Next, the features need
to be fused. Sharing a subspace can eliminate feature heterogeneity among different
modes, and then capture complementary information and high-level semantics among
different modes, thus realizing feature fusion at a semantic level. However, the semantic
inconsistencies in violent videos pose a challenge to the design of shared subspace models.
In order to solve the modal characteristics of different semantic inconsistency problems,
we designed a shared subspace based on the autoencoder-mapping model, its labels, and
introduced a semantic relation between semantic equivalent labels to optimize the learning
sharing subspace. In so doing, we sought to solve semantic consistency issues through
audiovisual information fusion in terms of the given recognition model framework and
the implementation of the algorithm that recognizes violence.

3.1. Shared Semantic Subspace Based on Autoencoder
3.1.1. Shared Semantic Subspace

Spatial learning aims to obtain isomorphic subspaces shared by multiple modalities
to capture complementary information between different modalities. Suppose the auditory
feature extracted in Section 2.1 is faudio, the visual feature extracted in Section 2.2 is fvisual,
the feature mapping functions from auditory, visual from the shared semantic subspace are
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h() and g(), and the mapping functions from the shared semantic subspace for auditory and
visual are H() and G(), respectively. Then, the mapping relationship from visual features to
auditory features is expressed as Equation (1), and the mapping relationship from auditory
features to visual features is expressed as Equation (2).

f’audio = H(g(fvisual)) (1)

f’visual = G(h(faudio)) (2)

After integrating visual and auditory features into the same subspace by Equations
(1) and (2), the shared semantic features f’audio and f’visual are obtained. At this time, they
have the same semantic properties and can be fused in different ways. In this paper, the
CONCAT method is adopted to directly combine the visual and auditory features in the
shared subspace with the input feature vector of the final violence event detector, which is
shown in Formula (3).

ffusion = CONCAT(fvisual, f’visual, faudio, f’audio) (3)

It can be seen from the above analysis that the process of obtaining the shared subspace
actually computes the mapping function of isomorphic subspaces with different modality
characteristics. The mapping function can be projection calculation, matrix decomposition,
multi-label learning, discrete hash optimization [32], distance, etc. In this paper, an au-
toencoder mapping model is used to calculate the isomorphic subspace of auditory-visual
features.

3.1.2. Shared Semantic Subspace Based on Autoencoder

An autoencoder is an unsupervised neural network model that can learn the deep
representation of input data. Therefore, this function can be used to obtain the isomorphic
shared semantic subspace of auditory-visual features, as shown in Figure 3. It can be seen
from the figure that the model consists of an encoder and a decoder. The auditory-visual
features share the same encoder, and each has its own decoder. The ideal output of the
decoder should be equal to the corresponding input.

When the inputs are the visual and auditory features with semantic consistency, the
error of the autoencoder model includes two parts. One is the error of the auditory decoder
yaudio and the other is the error of the visual decoder yvisual. The sum of the two as the total
error can be backpropagated to update the weights of the autoencoder. The encoder can
map audiovisual features to the common coding space, which is equivalent to mapping
functions g () and h (). Then, the decoder is used to map the features to different modality
spaces, and the compensation features of other modalities are obtained. Finally, these
features are spliced using Equation (3) and used as input for the classification model to
identify violent behaviors.
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3.1.3. Model Optimization Based on Semantic Correspondence

In our analysis of the VSD2015 dataset, we found that, for the same video, visual and
auditory information showed semantic inconsistencies in relation to time axis misalignment
and semantic deviation; this poses a challenge for visual information fusion. To address
this problem, we suggest a new label called “semantic mapping” for the dataset using Lcorr.
This label is used to describe whether the audiovisual data of the same video contain the
same semantic information. Video data containing blood, weapons, physical violence, etc.
are considered visual violence. Audio that contains gunshots, screams, and explosions
is considered auditory violence. Audio and video data are marked separately to prevent
interference with each other. If the visual semantic label of the video is the same as the audio
semantic label, the audio and video are considered to have a semantic correspondence
Lcorr = 1; otherwise, there is no semantic correspondence Lcorr = −1. Semantic tags
provide metrics for constructing shared subspaces with different modal features. In this
paper, semantic tags are introduced into the calculation of loss function for the training
of an autoencoder model. When there is semantic correspondence between visual and
auditory information in a video, a loss function is the absolute error of visual and auditory
coding information. The loss function is shown in Formula (4).

yautocoder =


(

1
N

N
∑

i=1
| faudio − f ′audio|+ 1

N

N
∑

i=1
| fvisual − f ′visual |

)
, Lcorr = 1

1−
(

1
N

N
∑

i=1
| faudio − f ′audio|+ 1

N

N
∑

i=1
| fvisual − f ′visual |

)
, Lcorr = −1

(4)

The loss function is designed to reduce the interference of blind splicing features. In
this sense, the discriminative ability of the self-encoding mapping model for the semantic
correspondence of violent videos is enhanced, which is more conducive to eliminating the
interference between noncorresponding features. In addition, semantic-embedded learning
can be regarded as a form of regularization, which helps to enhance the generalization
ability of models and prevent overfitting.

3.2. Violent Behavior Recognition Model Based on Visual and Auditory Fusion
3.2.1. Network Structure

According to Sections 2 and 3.1, this paper designed a violent behavior recognition
model based on the auditory-visual information fusion of an autoencoder. The model
structure is shown in Figure 4. The model comprises four parts: visual feature extraction,
auditory feature extraction, the autoencoder model, and the full connection recognition
model. Regarding visual and auditory feature extraction, a two-channel feature extraction
method is adopted, and the network structure adopts the classic AlexNet network in
CNN. In relation to visual features, the interframe differences in terms of video are used
as original input, and the segment-level visual features are extracted by the AlexNet–
ConvLSTM network. In terms of auditory features, audio waveform is used as network
input and the AlexNet–LSTM network is used to extract segment-level auditory features.
Then, the autoencoder model is used to construct the shared semantic subspace to eliminate
the semantic biases of visual and auditory features, and the CONCAT method is used to
achieve the combination of visual and auditory features. Finally, the full connection model
is used to identify violent behavior.
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In the method used in this article, timing information is summarized through the
LSTM network in the final stage of visual and auditory feature processing; this approach
can cover the entire multimedia paragraph, so there is no rigidity in terms of the length
and sampling rate of the audio and video, etc. Therefore, the feature time axis alignment
problem is solved. On the other hand, this method also greatly reduces the complexity of
visual and auditory feature fusion and improves the stability of the model. Furthermore,
in the output module of autoencoder mapping, and in addition to the CONCAT method
for visual and auditory feature splicing, this paper also tries to use the Add method for
feature combination. Experimental results show that the CONCAT method is better than
the Add method at the feature level.

3.2.2. Algorithm Realization

According to the model structure in Figure 4, the back propagation (BP) mechanism
is used for updating parameters. The autoencoder model is used to calculate the shared
semantic subspace, two errors need to be considered in the process of model training.
These are the error of the autoencoder model yautocoder and the violence recognition error
yrecog, yrecog, which is calculated by cross entropy loss function. Thus, the error function
can be written as:

ytotal = yautocoder − log
exlabel

∑N
j=1 exj

(5)

where N represents the number of input samples x. The AlexNet–ConvLSTM and AlexNet–
LSTM networks are used for auditory-visual feature extraction. Since AlexNet in these
two networks has been pretrained on the ImageNet dataset, the AlexNet parameters are
frozen during training, and only the parameters of ConvLSTM, LSTM, the autoencoder
model, and the fully connected classifier are updated. The specific Algorithm 1 for this is
as follows.

Algorithm 1. Algorithm of Auditory Visual Fusion of Autoencoder Mapping

Input: Video frame sequence, Audio frame waveform image, Label xlabel , Iteration number T
Output: Weights of Network model

1: Initialize the network weights, freeze some parameters of AlexNet, t = 1;
2: for t = 1:T do
3: Compute network model output: faudio, f′audio, fvisual, f′visual and label
4: Calculate the error value ytotal at time t according to formula (10)
5: Calculate the error gradient δk of hidden layer element k at time t
6: Calculate the error gradient δct of state Ct at time t
7: Update network weight vectors W
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4. Experiments and Results Analysis
4.1. The Experimental Setup
4.1.1. Dataset

In this paper, the movie dataset MediaEval 2015 [28] was used to identify violent
behaviors in videos. The specific information from this dataset is shown in Table 1. The
data are derived from 199 Hollywood movies and include visual and auditory clips and
violence-labeling information. A violent video is defined as a video clip with an R8 X-
rated content, and it includes explosions, screaming or fighting, shooting, knife crime,
and a variety of other forms of violence. We specified 6144 samples for the training set
and 4756 samples for the test set. The training set included 272 samples of violence as
well as 5872 samples of nonviolence; the test set included 230 samples of violence and
4526 nonviolent samples. Due to the unbalanced number of samples in this dataset the
use of violent and nonviolent video in the training process was characterized by the
label-shift confrontational and unsupervised domain-adaptive method to enhance data
processing [33], and we added random noise with all kinds of data, as well as rotation or
transition to make the size of the two classes of samples consistent. At the same time, in
order to optimize the self-organizing mapping model using modal semantics, the frame-
level semantic corresponding label was re-labeled, which was used for model training
together with the violence label of the dataset itself.

Table 1. Experimental dataset.

Dataset Name Type Data Scale Length/Clips (sec) Scenario Annotation

MediaEval2015 Violence 502 8~12 Movie Frame-Level

The MediaEval 2015 competition officially provided the MAP (mean average precision)
indicator as a performance evaluation indicator for the recognition of violence.

4.1.2. Experimental Parameters Config

(1) Model module parameter Settings.
In order to verify the recognition ability of the proposed method in a real scene, we

carried out violent behavior recognition experiments of a single channel and a visual and
auditory fusion channel. The network structure is shown in Figure 4, and the specific
network configurations are shown in Table 2.

Table 2. Parameters of violence recognition network based on auditory visual fusion of autoencoder
mapping.

Module Name Type Input/Output Data Dimension Repeat
Times

Auditory feature extraction AlexNet (227 × 227 × 3, 4096) 1
LSTM (4096, 4096) 1

Video feature extraction
Substract (227 × 227 × 3 × 2, 227 × 227 × 3) 1
AlexNet (227 × 227 × 3, 4096) 1

Conv-LSTM (4096, 4096) 1

Autoencoder
FC+ReLu (4096, 2048) 1
FC+ReLu (2048, 4096) 2
CONCAT (4 × 4096, 4 × 4096) 1

Classifier
FC+ReLu (4 × 4096, 4096) 1
FC+ReLu (4096, 2) 1

The network was constructed according to the network settings shown in Table 2, and
the experimental dataset with frame level annotation was used for model training and
testing. The hyperparameters in the training process are shown in Table 3.
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Table 3. Hyperparameters of network training.

Hyperparameters of Network Default Value

Learning Rate 10−5

LR decay rate 0.5
Batch 16

Hidden size 128
Loss function Cross Entropy

Penalty coefficient ratio 1:16
Optimized A dam

(2) Evaluation indicators.
MediaEval 2015 provides a performance evaluation for video violence detection using

the mean average precision (MAP) metric. In addition, the commonly used accuracy, P,
recall, R, and F1 values were also used to evaluate the results of this method. Finally,
experiments are carried out according to Algorithm 1.

4.2. Experimental Results
4.2.1. Validation of Feature Combination Method

As can be seen from Figure 4, common features of audiovisual modes can be obtained
through a shared subspace, and the combination of these features also affects the effect
of violence detection. In this paper, two combination methods—CONCAT and Add—
were tested, and the baseline system in this paper was compared with several late-fusion
methods. The experimental results are shown in Table 4. As can be seen from Table 4, the
feature fusion method is superior to the late fusion method, and the CONCAT combination
is superior to the Add combination. This shows that the feature fusion method can observe
more information and make full use of the complementarity between multi-modal features
compared with the later fusion method that uses decision-level scoring. In terms of feature
fusion, compared with the Add method, the CONCAT combination can save information
from different modes better. Therefore, the CONCAT method was used for feature splicing
in the following experiments.

Table 4. Comparison of experimental results of different feature combination methods.

Method P R F1 MAP

Late fusion
SVM 0.29 0.70 0.41 17.4%

Average Fusion 0.34 0.75 0.46 19.1%
3-layer Perceptron 0.33 0.73 0.45 18.6%

Feature fusion
Add 0.42 0.79 0.54 29.2%

Concat 0.51 0.84 0.63 31.54%

4.2.2. Visual and Auditory Information Fusion Visualization Based on Autoencoder Mapping

To verify the effectiveness of the autoencoder mapping model, 230 violent videos
were selected in this paper, while 230 nonviolent videos were randomly selected for fea-
ture visualization. Due to their high final feature dimensions, PCA (principal component
analysis) and tSNE [26]. First, the PCA method is used to calculate the important compo-
nents of visual and auditory features, and then these components are combined according
to the violent and non-violent labels. Finally, the tSNE method is used to reduce the
high-dimensional features to two-dimensional space.

Visualization of feature distribution in ultimate feature space, presenting the feature
distribution of non-violence (red-circles) and violence (green-triangles) before autoencoder
(left) and after autoencoder (right), such as in Figure 5. Note that the composition of
the MediaEval 2015 dataset is complex. Whether or not the data are self-encoded, the
distribution of the data is chaotic. However, it can still be seen from the figure that, after
the encoding and decoding of the self-encoding model, the distribution of the two types of
features in the right figure is obviously concentrated, which is more orderly than in the left
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figure; this helps us to establish a more effective high-dimensional classification model and
proves that self-encoding mapping can realize the complementarity of different pieces of
modal information, at least to a certain extent.
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4.2.3. Violence Test Results

The hyperparameters set in Table 3 were used for training and testing, and the ex-
perimental results are shown in Table 5. It can be seen from the experimental results
that the auditory and visual channel fusion has greater significance for reducing the false
detection rate. The fusion method proposed in this paper effectively combines the effective
information of the two channels, which improves the performance of the model under all
evaluation indicators, especially the F1 value and map value, both of which represent a
significant improvement in comprehensive recognition ability.

Table 5. Fusion modality feature recognition results.

P R F1 MAP

Auditory feature 0.46 0.73 0.56 16.47%
Visual feature 0.36 0.82 0.50 20.21%

Fusion modality feature 0.51 0.84 0.63 31.54%

In order to further prove the effectiveness of the method proposed in this paper, the
experimental results obtained by this method are compared with the results of other teams
in MediaEval 2015, as shown in Table 6. From the experimental results, it can be seen
that the auditory-visual information fusion method proposed in this paper based on an
autoencoder achieves the best recognition effect under this dataset; the auditory feature
MAP value is increased by 5.04% compared with the best result, and the visual feature is
also improved. The MAP value of the fusion audio and video increased by 1.94%, which
fully proved the effectiveness of the method proposed in this paper.

Table 6. Comparison of recognition results of violent behavior.

Team MAP

Auditory feature

ICL-TUM-PASSAU [28]
TCS-ILAB [34]

RECOD [35]
Proposed

14.9%
6.38%

11.43%
16.47%

Visual feature
KIT [36]

Umons [37]
Proposed

12.9%
9.67%

20.21%

Fusion modality feature

RUCMM [38]
NII-UIT [39]

Fudan-Huawei [40]
Proposed

21.6%
26.8%
29.6%

31.54%
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5. Conclusions

This paper proposes an auditory-visual information fusion model based on an au-
toencoder for violent behavior recognition. The model is divided into three parts. First, an
audiovisual feature extraction framework based on CNN-LSTM is proposed; this can be
used to obtain the overall feature of the segment level that helps to solve the problem of
misalignment on the time axis. Then, a shared semantic subspace based on an autoencoder
is constructed to fuse visual and auditory features on the basis of ensuring the consistency
of semantic information. Finally, the fully connected model is used to obtain the results
of violent behavior recognition. The shared semantic subspace based on the autoencoder
realized the complementarity of different modalities, and, after feature fusion, the model
obtained better recognition results and improved identification accuracy and reduced the
rate of missing detection. This shows that the feature extraction and multimodality feature
fusion method proposed in this paper can effectively utilize the information related to
violent events in visual and auditory features, make up for the inherent shortcomings of
the visual and auditory channels, and effectively improve the accuracy of violent behavior
recognition. However, the work conducted in this paper still needs to be improved. For
example, the accuracy of visual and auditory feature representation by different convo-
lution models is not considered in our experiment, while only AlexNet is used in our
experiments is used in experiments. Therefore, in future work, we will focus on the impact
of visual and auditory feature expression on the fusion effect, and will further explore the
design of a shared subspace by the loss-based attention [41] for various Convolutional
Neural Networks.
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