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Abstract: This paper shows an advanced method that is able to achieve accurate recognition of fear
facial emotions by providing quantitative evaluation of other negative emotions. The proposed
approach is focused on both a calibration computing procedure and an important feature pattern
technique, which is applied to extract the most relevant characteristics on different human faces. In
fact, a 3D/2D projection method is highlighted in order to deal with angular variation (AD) and
orientation effects on the emotion detection. Using the combination of the principal component
analysis algorithm and the artificial neural network method (PCAN), a supervised classification
system is finally achieved to recognize the considered emotion data split into two categories: fear
and others. The obtained results have reached an encouraging accuracy up to 20◦ of AD. Compared
to other state-of-art and classification strategies, we recorded the highest accuracy of identified
fear emotion. A statistical analysis is carried out on the whole facial emotions, which confirms the
best classification performance (positive predictive values (PPV) = 95.13, negative predictive values
(NPV) = 94.65, positive likelihood ratio (PLr) = 33.9, and negative likelihood ratio (NLr) = 0.054. The
confidence interval for both of PPV and NPV is 92–98%. The proposed framework can be easily
applied for any security domain that needs to effectively distinguish the fear cases recognition.

Keywords: negative facial emotions; fear emotion recognition; 3D/2D projection; angular deviation;
face orientation; PCAN classifier

1. Introduction

Facial emotion recognition (FER) [1–4] is an interesting field that is actually expanding
considerably. This domain touches the psychological condition of a human being, his
behavior, and his responses. Indeed, several works were interested to FER in 2D and 3D
fields using standard conditions i.e., identifying human emotion in an upright posture.

Fear is a special emotion; generally, humans feel fear when faced with an imminent
danger, near a threat or with a situation that the brain describes as dangerous. This reaction
is classified as a negative emotion, which perfectly reflects an uncomfortable situation.

A fear recognition task is a complex and error-prone process, because it can be con-
fused with other negative emotions, whereas the same negative emotions [5] (sad, anger,
disgust, surprise) are moderately easy to detect. The efficiency of human fear emotion
evaluation is wholly subject to the complete attention of researchers. Here, we emphasize
that automatic systems of fear detection provide the opportunity of getting a reliable and
precise screen of pertinent characteristics extraction. In fact, computer-aided methods
present a vital work in order to simplify the fear topics recognition, which addresses
technology requirements in the security domain.

Automated emotion recognition is an interesting task that controls the detection
method. The classification of facial emotions allows us to extract important information of
the human face and describe well his cognitive state. In several approaches, the identifica-
tion framework focuses on relevant extracted information in real cases. Shome et al. [1]
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proposed a facial feature extraction technique to detect cyber abuse activities. They accom-
plished an integrated real-time detection module. In the work of Anjith et al. [2], the authors
employed a multi-channel convolutional neural network (CNN) structure to achieve better
performance when compared to baseline techniques. Taha and Hatzinakos [3] developed
an approach to detect and learn informative representations from 2D gray-level images or
FER using a CNN structure. They utilized a few layers strategy to mull over the overfitting
issue. In the study of Balasubramanian et al. [4], support vector machines, hidden Markov
models, and basic CNNs are applied for FER. Melaugh et al. [6] analyzed emotion classifica-
tion results using the half view or the eyes and mouth. The obtained results are compared
with the whole face to demonstrate that using the half view or the eyes and mouth is
sufficient. A hierarchical architecture for home surveillance based on Raspberry Pi as the
Edge Server is proposed in [7]. The authors introduced a deep learning-based surveillance
architecture by the use of edge and cloud computing. Kollias et al. [8,9] projected a useful
algorithm based on convolutional and recurrent (CNN-RNN) deep neural architecture
(CSP) methods. These techniques detect the finest performance in the validation datasets.
An end-to-end deep learning model is established in [10] for simultaneous facial images
assessment and pose-invariant FER conditioned on the geometry information. In [11], the
authors proposed an emotion recognition procedure using a deep learning system from
speech and video. Kaya et al. [12] projected a multimodal expression recognition approach
in the wild employing deep transfer learning and score fusion.

The majority of the proposed approaches [5,13–19] denote many improvements in
view of automatic recognition process by detecting the face emotions using CNN models.
The aim of the extracted characteristics is provided to a divide between numerous emotions.
However, the classification rate of the considered fear emotion ensues the lowest recog-
nition result. This is due to the included confusion with other negative emotions. In this
paper, only two classes (fear, others) were considered, compared to other state-of-art that
are focused on seven emotion groups [20]. The latest research studies proved an important
overlapping in view of fear emotion. Here, we report that it is extremely confirmed that by
using a higher emotion number, a finer identification is obtained. However, the security
problem still persists due to included overlapping fear detection. To date, few studies
have addressed this problem, despite its major necessity thus far especially in relation to
terrorism, violence, and abuse problems. Therefore, we have used exceptionally two cate-
gories in order to evidently improve the fear characterization. This method is particularly
beneficiary for facial emotion detection of fear cases using significant angular deviation.

There are four important contributions of this work. Firstly, a database collection
process is considered starting from a neutral posture until the emotive state. The calibration
computing phase takes part in the exactness and the efficiency of the proposed volume
definition strategy. In fact, this task allows us to mark 18 significant points on different
human faces. Secondly, a chief recording procedure is developed in order to extract various
negative emotions such as (sad, anger, disgust, surprise, and fear). The resulting emotions
are obtained by a Qualisys system (QTM), which includes a data station and six cameras.
Note that each subject is characterized by five video sequences. Thirdly, we propose an
innovative 3D-2D projection method for the study of diverse AD effects from numerous
negative emotions. This scheme is particularly beneficiary for FER in different orientations.
Finally, a classification stage is achieved to recognize the considered emotion divided into
two groups: fear and others.

In this paper, an extended version of [20] is introduced in which many details are
considered to get truthful performance assessment of the proposed scheme: The used
classification hyperparameters are exhibited to demonstrate their influence on the catego-
rization results. An improved training network construction is based on the combination of
the principal component analysis (PCA) algorithm and the artificial neural network (ANN)
classifier (PCAN) using the cross-validation method.
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This paper is structured as follows: In Section 2, we define the proposed methodology
including data acquisition, emotion recording, 3D-2D projection, and classification strategy.
In Sections 3 and 4, experimental results and discussions are reported on two emotion
datasets. Finally, conclusions and future works are drawn up in Section 5.

2. Materials and Methods
2.1. The Proposed Methodology

As shown in Figure 1, the proposed methodology is split into four stages:

• Data acquisition: The calibration computing and the face emotion pattern are extracted
to prepare the database.

• Emotions recording: The Qualisys Track Manager process is used to capture motion.
This process leads to extract different negative emotions.

• 3D-2D projection: This part is dedicated to the motion in various angular variations.
Here, five negative emotions (sad, anger, disgust, surprise, and fear) in seven angular
deviations (0◦, 5◦, 10◦, 15◦, 20◦, 25◦, 30◦) and four orientations (up, down, right, left)
are presented.

• Feature classification procedure: The combination of the principal component analysis
and artificial neural network (PCAN) is realized to divide emotions into two classes
(fear and others).

The capture volume was firstly calibrated for enhancing the detection accuracy. The
calibration computing stage played a key role in view of the proficiency of the used capture
space. Secondly, 18 significant points are extracted from the extremities of different human
face organs. Here, we report that only the mouth, eyes, and eyebrows organs act on the
facial emotion production. Table 1 reveals the standard marked points:

• The inner and outer corners of the eyes
• The ends of the upper eyelids and the lower eyelids
• The inner and outer corners of the eyebrows
• The upper point of the eyebrows
• The left and right corners of the mouth
• The upper and lower ends of the lips.

Table 1. Standard marked feature on human face.

Human
Organ

Directions Positions

Left Right Inner-
Left

Inner-
Right

Outer-
Left

Outer-
Right

Upper-
Left

Upper-
Right

Lower-
Left

Lower-
Right

EYEBROWS A1,
A2, A3

A4,
A5, A6 A1 A4 A3 A6 A2 A5 - -

EYES B1, B2,
B3, B4

B5, B6,
B7, B8 B3 B5 B1 B7 B2 B6 B4 B8

MOUTH C1, C2, C3, C4 - - C1 C3 C2 C4

2.1.1. Data Collection-Based QTM System

The database collection method is initially measured from a neutral posture until the
emotive state. The Qualisys (QTM) scheme is employed to capture movements by the use
of three dimensions (3D). Figure 2 shows the used system that integrates one data station,
personal computer (PC), and six cameras. The camera characteristics are 1.3 Mega Pixels
resolution at a frequency of 120 Hz. The Vicon V460 system provides an overall accuracy
of 63 ± 5 µm and overall precision (noise level) of 15 µm for the most favorable parameter
setting [21]. Note that the PC contains the Qualisys system manager.
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Figure 2. The used Vicon V460 system.

2.1.2. Emotions Recording

All analyzed topics are voluntarily obtained from the Handibio laboratory of Toulon
University, which are generated using the QTM system. In this study, the available dataset
is constituted of 69 patients. Several experiments are applied in order to extract diverse
negative emotion videos. In this task, each patient is characterized by only one sequence
video for each emotion among five. Due to the removing of outcomes, only one relevant
emotive image has been used for each emotion. Figure 3 shows some frames from the
acquired data, which demonstrate the difference between the outcomes and the most
discriminant selected images employed for the recognition procedure.
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To noticeably explain our experimental image extraction, a common preview is clearly
established to summarize the automated selection of the pertinent emotive frames. In
Table 2, we highlight the manual marked images for neutral and negative emotive states
and their corresponding significant emotive image.

Table 2. Emotion appreciation via Qualisys system (QTM) for significant emotive image extraction.

Neutral Sad Anger Disgust Surprise Fear

Pa
ti

en
t1

Manual marked
image
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In this work, 2D-3D projection analysis is the used procedure to produce all angular 
variation that will help us to select the most discriminative features from the original ones. 
The projection method is a typical technique for reaching lower dimensional characteris-
tics of the obtained data. In particular, it appears that the projection procedure permits 
accurately separating between the facial emotions that exhibit the same differentiation but 
using the lowest emotive features. The method computes the distance between manual 
marked points of each involved subject. Commonly, distance computing preprocessing is 
suitable for classification processes, characterization, and training datasets. The calculated 
distance equation is presented as follows: 

ܷ(݅). ܴఏ = ሾ ଵܷ(݅) ܷଶ(݅) ܷଷ(݅)ሿ. cos (ߠ) −sin (ߠ) 0sin (ߠ) cos (ߠ) 00 0 1൩ (1)

where θ is the deviation angle, and U(i) the projected vector. 
The aim of this research is to grow an efficient approach that supplies a great capture 

range. The proposed projection plan method is presented as follows. In order to estimate 
the position of the 3D dataset relative to the projection images, we have fixed three points 
on the head organ of each patient: one point on the upper head (HT), one point on the 
right ear (OD), and one point on the left ear (OG). We attained a plan from these three 
fixed points, which is used for 3D coordinates projection (see Figure 4). 
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2.1.3. 3D-2D Projection

The 3D-2D projection system continues to be a complicated mathematical problem.
It has situated 2D distance analysis-focused measure as a valid indirect assessment of
3D image. Significant projections were established via multiple angular variation (AD)
analysis, and via the use of a basic mathematical orientation with a 3D-2D relationship.
This process has been extensively used in several image processing applications such as
the segmentation of medical images [22], medical analysis [23], MRI images [23], etc.

In this work, 2D-3D projection analysis is the used procedure to produce all angular
variation that will help us to select the most discriminative features from the original ones.
The projection method is a typical technique for reaching lower dimensional characteris-
tics of the obtained data. In particular, it appears that the projection procedure permits
accurately separating between the facial emotions that exhibit the same differentiation but
using the lowest emotive features. The method computes the distance between manual
marked points of each involved subject. Commonly, distance computing preprocessing is
suitable for classification processes, characterization, and training datasets. The calculated
distance equation is presented as follows:

U(i).Rθ = [U1(i) U2(i) U3(i)].

 cos(θ) − sin(θ) 0
sin(θ) cos(θ) 0

0 0 1

 (1)

where θ is the deviation angle, and U(i) the projected vector.
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The aim of this research is to grow an efficient approach that supplies a great capture
range. The proposed projection plan method is presented as follows. In order to estimate
the position of the 3D dataset relative to the projection images, we have fixed three points
on the head organ of each patient: one point on the upper head (HT), one point on the
right ear (OD), and one point on the left ear (OG). We attained a plan from these three fixed
points, which is used for 3D coordinates projection (see Figure 4).
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In this paper, the 3D-2D projection technique [24] will be employed to pick up the
optimum information from the extracted emotion distances. The proposed projection
method generated a no-redundant emotive distance feature in order to effectively identify
fear subjects. The step-by-step algorithm of 2D-3D projection is described below:

• Step1: feature selection
• Step2: projection plane selection
• Step3: matrix cross with angular deviation

2.1.4. Classification Procedure

For reducing the extracted feature number from facial emotive distance and to dis-
criminate between fear and other subjects, the PCAN approach is performed. Numerous
classifiers can be used for pattern acknowledgement. It has been substantiated that the
neural network method is an efficient tool for different classification works [25]. We have
selected the most discriminative characteristics to prepare the training dataset of the net-
work. This leads to obtaining reliable classification results. The training neural network
phase is completed by the use of a computed emotive distance. Many categorization works
can be used for image processing. Due to its limited important data, ANN is still needed to
resolve the nonlinear problem. This method is widely employed for different categorization
machine learning [26]. Calculated facial emotive features have been chiefly selected for
improving the fear emotion classification, which aids progress in computer-aided security.
Each topic is characterized by 153 distances for each tested emotion, angular variation,
and orientation.

PCA is a multivariate statistical technique based on factor analysis of data. Its goal is
to produce a new set of uncorrelated variables, which do not carry the same information
type as the original attributes, and these are called principal components. Each principal
component is a linear combination of the initial variables. PCA consists in finding a
subspace allowing us to classify the new components in order of decreasing importance in
order to reduce the dimension of the original space. The transition matrix of the new space
is obtained by maximizing the variance between the original variables [25,26]:

max
{w:‖w‖=1} Var(wTX) = max

{w:‖w‖=1}w
TSXw (2)
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where Sx = Var(X) is the covariance matrix of the original components and is the set of
principal axes that define the new space. The following table summarizes the main steps of
the PCA Algorithm 1.

Algorithm 1 Principal steps of PCA algorithm.

For a set of data X:
1. Calculate the covariance matrix

Sx = Var(X)
2. Diagonalize the covariance matrix in order to extract the set of eigenvectors w:

Sx = wDwT

where D is the eigenvalue matrix.
3. Determine the principal components by the following linear transformation:

Y = wT(X− µ)
where µ is the mean vector of X.

Depending on the redundancy between the extracted distances in each emotive class,
the PCA algorithm is applied for increasing the attribute dimensionality in the input set.
This allows us to find a new independent feature for suitable emotion depiction. The
network training is achieved using five PCA features. ANN classification contains two
fundamental phases: a training phase and a test phase. Table 3 presents the data repartition.

Table 3. Data repartition.

Datasets C1-Subjects C2-Subjects Training set Test set

345 69 276 320 25

F S A D SR F S A D SR F S A D SR F S A D SR F S A D SR
√ √ √ √ √ √

- - - - -
√ √ √ √

60 260 9 16

F: Fear, S: Sad, A: Anger, D: Disgust, SR: Surprise; C1: Class1 (Fear), C2: Class2 (Others); Total Patient Number: 69; Total Emotions
Number:69 × 5 = 345.

3. Results
3.1. Results of Projection Procedure Based on Angular Deviations and Orientations

Compared to previous works, 3D-2D projection is based on AD and orientations
that are excessively employed to enhance the characterization and FER. This leads to
significantly detect the fear emotion in all directions. In this work, the used angular
deviations and orientations are respectively (0◦, 5◦, 10◦, 15◦, 20◦, 25◦, 30◦) and (UP, DOWN,
LEFT, RIGHT) (see Table 4). From these measures, we can see clearly that there is a
great identification of the related fear emotion. Some applied orientations are presented
in Figure 5.

Table 4. The used degree in terms of axes and directions.

Axes Direction Degree Axes Direction Degree

X
Right +5 +10 +15 +20 +25 +30

Y
UP +5 +10 +15 +20 +25 +30

left −5 −10 −15 −20 −25 −30 Down −5 −10 −15 −20 −25 −30

No deviation 0

The deviation limit is 30◦ because greater angular variation will be insufficient to
interpret and characterize the resulting distance between manual marked points. We de-
scribe that a chief distance deformation is obtained due to the important AD. In Table 5, we
expose some samples in some tested AD that prove the included choice from the database
categorization. Figure 6 summarizes some obtained emotive images in four orientations.
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Table 5. Angular deviations choice proof.

Resulting Distance Manual Interpretation

AD Neutral Sad Anger Disgust Surprise Fear Neutral Sad Anger Disgust Surprise Fear

3◦ 0.814 0.722 0.775 0.675 0.774 0.781 E E E E E E

9◦ 0.784 0.675 0.663 0.672 0.711 0.697 E E E E E E

14◦ 0.685 0.641 0.584 0.597 0.677 0.662 E A A E E E

17◦ 0.618 0.553 0.546 0.532 0.521 0.641 E A A A A E

19◦ 0.566 0.544 0.537 0.520 0.516 0.627 A A A A A E

20◦ 0.541 0.529 0.519 0.507 0.508 0.503 A A A A A A

26◦ 0.511 0.451 0.444 0.451 0.447 0.501 A B B B B A

41◦ 0.402 0.388 0.378 0.354 0.344 0.322 B B B B B B

60◦ 0.311 0.244 0.265 0.245 0.278 0.298 B B B B B B

Note: AD: Angular deviation, E: Excellent, A: Average, B: Bad.

3.2. Discriminant Characterization Results-Based Principal Component Analysis

By the use of the PCA technique, multiple experiments were completed to track down
the most relevant features. Indeed, the PCA pre-processing scheme involves substantial
preposition-based angular variation and orientation characteristics from the facial emotion
dataset. The applied model consists of information selection focused on the sensitivity of
the PCA algorithm. Varying the variance σp, different experiments have established to tear
off the new uncorrelated samples that can be more discriminative than original components.
In Figure 7, the variation of different variance values is exposed on the resulting mean
square error (MSE) of the ANN classification accuracies. The used PCA strategy [27] offers
the finest separation performance, while the variance value is fixed to 0.07. Five significant
features among 153 are selected to progress effectively the fear emotion detection. The
obtained characterization results achieved the least MSE 5.13 × 10−2 with 1.04 × 10−2

standard deviation from the validated data. A typical PCAN fusion is projected to improve
the classification process by removing the included overlap.
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3.3. Fear Emotion Classification Results

Fear emotion classification act attempts to establish a significant separation (fear or
others) in order to enhance the fear facial emotion identification. In this paper, we used
the cross-validation procedure [28] for selecting the finest ANN structure. Ten-fold cross-
validation tests are experimented to obtain the effective hidden layers number. These
iterations are split into two parts: nine folds for the training and one for the validation.
Every learning task, the dimension of one hidden layer is consecutively reformed in all
folds. In this regard, we computed the validation error average for each original iteration.
As illustrated in Table 6, we can deduce that the PCAN method is more efficient compared
to the other classification methods [29,30] in view of the MSE rate. The PCAN classifier
gives pertinent results in terms of 0◦, 5◦, 10◦, 15◦, 20◦, 25◦, and 30◦ AD with a mean
average of 0.5%, 3.6%, 3.9%, 4.1%, 4.4%, 21.2%, and 30%, respectively. The simulation
results demonstrated in Table 6 highlight the strength of the proposed framework using
(AD = 0◦) that corresponds to the highest classification rate. The obtained results have
reached an encouraging accuracy until 20◦ of AD using the PCAN classifier. We note that
over 20◦ AD, the extracted distance suffers an important deformation that leads to an
undesired classification rate value. In this context, all orientations are considered in each
AD. The measured MSE values are the mean of all orientations. For instance, (AD = 5◦)
represents the average of different orientations (5◦ UP, 5◦ DOWN, 5◦ LEFT, 5◦ RIGHT).
To prove the performance of the proposed method, support vector machine (SVM), the
combination of PCA and SVM (PSVM), the combination of Fisher Linear Discriminant (FLD)
and SVM (FSVM), ANN, FLD-ANN (FANN), and PCA–ANN (PCAN) are experimented
on all validation dataset.

The lowest MSE mean of SVM presents 6.7% at 0◦, and 6.4%, 6.5%, and 6.8% respec-
tively at 0◦, 5◦, and 10◦ of PSVM, while 5.6%, 6.2%, and 6.9% are achieved using FSVM
respectively at 0◦, 5◦, and 10◦. ANN method reached 6.2% only at 0◦ compared to the
FANN approach reaching 5.3%, 5.5%, 5.8%, and 6% respectively at 0◦, 5◦, 10◦, and 15◦. The
proposed PCAN remains the most relevant in terms of the higher classification rates of
0.5%, 3.6%, 3.8%, 4.1%, and 4.4% of MSE at 0◦, 5◦, 10◦, 15◦, and 20◦ respectively.

Table 6. MSE rates (%) of the support vector machine (SVM), combination of PCA and SVM (PSVM), combination of Fisher
Linear Discriminant (FLD) and SVM (FSVM), artificial neural network (ANN), FLD-ANN (FAAN) and PCA–ANN (PCAN)
methods using the used AD.

AD◦ SVM [27] PSVM [28] FSVM [28] ANN [20] FAAN [20] The Proposed PCAN Method

0 6.7 6.4 5.6 6.2 5.3 0.5

5 8.2 6.5 6.2 7.1 5.5 3.6

10 8.5 6.8 6.9 7.5 5.8 3.8

15 9.3 7.6 7.3 8.2 6.0 4.1

20 9.7 8.4 8.0 8.7 7.8 4.4

25 22.1 24.3 21.1 27.1 23.2 21.2

30 36.9 36.7 35.8 37.9 34.7 30

In this study, the hybrid methods (PCAN, PSVM, FSVM, and FAAN) are established
in order to reduce the feature number extracted from facial emotion distance and to
distinguish between fear and other negative emotions. By the use of PCAN classifier, the
network training is focused on five emotive features. The relevant distance characteristics
are selected based on the principal component analysis criterion. This technique is applied
to reduce the characteristics dimensionality in the training input in view to the similarity
system between the original attributes in each emotive category. The supervised artificial
neural network is applied in order to separate the used data into two groups (fear, others).
However, one input layer containing the reduced features by the PCA preprocessing model,
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two hidden layers including 12 and 30 neurons, and only one output layer are used in the
network. By applying the cross-validation procedure, many experiences were realized to
obtain the significant hidden layers number, reaching the best classification result. The
hybrid PCAN technique supplies the finest separation performance, having independent
features of the used database. To considerably explain the used parameters of compared
classifiers (SVM, PSVM, FSVM, ANN, and FAAN), Table 7 is perceptibly established
to recapitulate the used hyper-parameters in the resulting classification approach. The
hyper-parameters process is completed for all tested supervised classifiers, as revealed
in Table 7.

Table 7. Hyper-parameters procedure for all used classifiers.

Classifier Network Hidden
Layer Epoch Threshold Learning

Coefficient
Moment

Value
Activation
Function

Training
Function

PCAN (5,12,30,1) 2 150 0.7 0.001 0.9 HTS QN
FANN (5,12,30,1) 2 150 0.7 0.001 0.9 HTS CG
ANN (153,100,1) 1 100 0.7 0.001 0.9 HTS CG
FSVM (5,12,30,1) 2 150 0.7 - - G-RBF RBF
PSVM (5,12,30,1) 2 150 0.7 - - G-RBF RBF
SVM (153,100,1) 1 100 0.7 - - G-RBF RBF

QN: Quasi-Newton, CG: Conjugate gradient, RBF: Gaussian radial basis kernel function G-RBF: Gaussian RBF, HTS: Hyperbolic tangent
sigmoid transfer function.

From the obtained results, the performance of the classification method relies on ro-
bustness. As illustrated in Table 8, the PCAN algorithm gives accurate results (AC = 96.20%,
SE = 94.88%, SP = 95.32%). Ten folds are experimented, which can achieve almost 33.9% and
0.054% for positive likelihood ratio (PLr) and negative likelihood ratio (NLr), respectively.
The confidence interval for both of positive predictive value (PPV) and negative predictive
value (NPV) is 92–98%. Table 8 reveals the obtained statistical analysis of the projected
hybrid approach in order to confirm the classification results.

Table 8. Statistical analysis of the proposed PCAN approach.

AC SE SP PPV NPV PLr NLr Prv Pto PtoP PtoN PtPo PtPr AbD

Fold 1 96.2 92.3 95.1 95.3 92.0 18.84 0.08 0.536 1.16 21.76 0.09 0.96 0.09 0.87
Fold 2 97.5 95.5 98.5 98.7 95.3 63.67 0.05 0.536 1.16 73.55 0.05 0.99 0.05 0.94
Fold 3 96.4 98.8 92.6 93.2 98.6 13.35 0.01 0.52 1.08 14.46 0.01 0.94 0.01 0.92
Fold 4 95.9 92.6 98.4 98.7 92.0 57.88 0.08 0.553 1.24 71.60 0.09 0.99 0.09 0.90
Fold 5 96.0 89.5 94.8 95.3 88.6 17.21 0.11 0.553 1.24 21.29 0.14 0.96 0.12 0.83
Fold 6 96.1 95.1 92.3 92.0 95.3 12.35 0.05 0.53 1.13 13.93 0.06 0.93 0.06 0.88
Fold 7 96.2 92.6 98.4 98.7 92.0 57.88 0.08 0.553 1.24 71.60 0.09 0.99 0.09 0.90
Fold 8 94.9 98.7 98.7 98.7 98.7 75.92 0.01 0.5 1.00 75.92 0.01 0.99 0.01 0.97
Fold 9 98.8 95.1 92.3 92.0 95.3 12.35 0.05 0.483 0.93 11.54 0.05 0.92 0.05 0.87
Fold 10 94.7 98.3 89.9 88.7 98.7 9.73 0.02 0.45 0.82 7.96 0.02 0.89 0.02 0.87

4. Discussion

In order to noticeably enhance the performance of projected methods, statistical
analysis is introduced as follows. The following terms “SE, SP, AC, PPV, NPV and Prv” are
defined in terms of true positive (TP), true negative (TN), false negative (FN), and false
positive (FP).

Accuracy: AC = (TP + TN)/(TP + FP + TN + FN) (3)

Sensitivity: SE = (TP)/(TP + FN) (4)

Specificity: SP = (TN)/(FP + TN) (5)

Positive predictive values: PPV = (TP)/(TP + FP) (6)

Negative predictive values: NPV = (TP)/(TP + FP) (7)



Electronics 2021, 10, 358 13 of 15

Positive Likehood ratio: Plr = (SE)/(1 − SP) (8)

Negative Likehood ratio: Nlr = (1 − SE)/(SP) (9)

Prevalence: Prv = (TP + FN)/(TP + FP + TN + FN) (10)

Pre-test-odds: Pto = (Prv)/(1 − Prv) (11)

Post− test− odds specified a positive value : PtoP = Pto× PLr (12)

Post− test− odds specified a negative value : PtoN = Pto×NLr (13)

Post-test-probability: PtPo = (PtoP)/(1 + PtoP) (14)

Pre-test-probability: PtPr = (PtoN)/(1 + PtoN) (15)

Absolute difference : AbD = |PtPr− PtPo| (16)

5. Conclusions

In this work, we defined a computerized method that can be used for fear facial emo-
tion recognition. First, a new 3D-2D projection method was applied to angular variation
extraction for improving the detection of a negative emotive dataset. The proposed proce-
dure gives suitable optimization when compared to existing FER results. Second, a useful
PCA criterion was employed to the calculated emotive distance reduction and effectively
enhanced the classification process of the fear emotive training dataset. Compared to the
test preprocessing system, this technique demonstrates an important characterization and
a notable rapidity. Finally, we have suggested an advanced approach that can precisely
separate the “fear” and “others” topics. The involved emotive distance assessment is
classified into two categories according to their assessed appropriate angular deviation
and orientation features using the PCAN method to obtain the subsequent final partition.

Experimental results demonstrate that the proposed methodologies are strong and
effective for the fear facial recognition. Compared to negative facial emotion recognition
methods using neural network [20], the proposed method has the highest values of clas-
sification percentage, which can achieve almost 97%, even in images containing AD and
multiple orientations. We conclude that our method is more consistent than numerous
supplementary approaches and can supply a high categorization rate. Furthermore, the
proposed method has been compared with existing progressive processes to make no-
ticeable enhancement of separation accuracy. In addition, the performance of proposed
system supplies a rigid groundwork in support of computer-aided security evaluation.
In future works, we can propose the use of a deep transfer learning method to enhance
the recognition performance and obtain higher accuracy for fear detection. A possible
enhancement to the established process is the incorporation of an automatic system in
terms of feature extraction to considerably improve the reliability of the identification rate
with an interesting computation time and a significant rapidity.
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