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Abstract: The data generated in modern agricultural operations are provided by diverse elements,
which allow a better understanding of the dynamic conditions of the crop, soil and climate, which
indicates that these processes will be increasingly data-driven. Big Data and Machine Learning (ML)
have emerged as high-performance computing technologies to create new opportunities to unravel,
quantify and understand agricultural processes through data. However, there are many challenges to
achieve the integration of these technologies. It implies making some adaptations to ML for using
it with Big Data. These adaptations must consider the increasing volume of data, its variety and
the transmission speed issues. This paper provides information on the use of Big Data and ML for
agriculture, identifying challenges, adaptations and the design of architectures for these systems. We
conducted a Systematic Literature Review (SLR), which allowed us to analyze 34 real cases applied in
agriculture. This review may be of interest to computer or data scientists and electronic or software
engineers. The results show that manipulating large volumes of data is no longer a challenge due to
Cloud technologies. There are still challenges regarding (1) processing speed due to little control of
the data in its different stages, raw, semi-processed and processed data (value data); (2) information
visualization systems, which support technical data little understood by farmers.
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1. Introduction

Historically, population growth and socioeconomic factors have been associated with
food shortages [1]. The United Nations Food and Agriculture Organization estimates that
the world’s population will increase by more than 30% by 2050, while an increase of 70%
will be necessary for food production. Meanwhile, water pollution, climate change [2], soil
degradation [3], sociocultural development, market fluctuations and government policies
add uncertainty to food security [4]. This security is defined as “a condition that exists
when all people, at all times, have physical and economic access to sufficient safe and
nutritious food to meet their dietary needs and food preferences for a healthy and active
life” by the World Food Summit [5]. These uncertainties create a challenge for agriculture to
improve productivity and quality while reducing the environmental footprint of farming,
which currently accounts for 20% of all anthropogenic emissions of greenhouse gases [6].

Agritechnology and precision agriculture are known today as digital agriculture.
It is a new scientific discipline with data-intensive approaches to promote agriculture
productivity while minimizing its environmental impact [7]. The collected data in modern
farming operations come from multiple sensors, photographs and satellite images. They
give a better understanding of the dynamic conditions of crops, the soil and the climate, as
well as the use of machinery, allowing greater precision and better decision-making [7].

As smart machines and sensors appear more frequently on farms and the quantity and
scope of agricultural data expand, agricultural processes will be increasingly data-guided.
On the other hand, the rapid progress in the Internet of Things (IoT) and cloud computing
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are boosting what is known as Smart Farming [8]. While precision agriculture only refers to
farming variability management, Smart Farming considers situations triggered by events
in real-time [9]. All of the above allows farmers to react quickly to sudden changes in
operating conditions or other circumstances, such as warnings of a weather event or a
disease. These characteristics generally include smart assistance in the implementation,
maintenance and use of the technology [9,10].

Big Data and ML have appeared as high-performance informatics technologies for
creating new opportunities to unravel, quantify and understand data-intensive processes in
the environment of farm operations [7]. Rapid advances in high-resolution remote sensing
techniques, intelligent information and communication technologies and social media have
contributed to the proliferation of Big Data and ML in many environmental fields, such as
weather forecasting, weather management, disasters, smart water and energy management
systems and remote sensing [11].

The use of ML algorithms in Big Data has always been a critical point of research [12,13],
thus evaluating the efficiency and goodness of new and existing ML algorithms has also
become very important [14]. The processing speed, efficiency and accuracy of these
algorithms were already shown. Today, however, with the complex characteristics of Big
Data, new problems have emerged and we face challenges in developing and designing a
new ML algorithm for Big Data [15-18].

Although Big Data and ML offer considerable advances in science and engineer-
ing [19], they bring with them enormous challenges [20,21] that are worth exploring. An
investigation of the McKinsey Global Institute has stated that ML will play a relevant
role in the Big Data revolution [20,22]. The reason for this is its capacity to learn from
the data and offer data-based prospects, decisions and predictions [23]. There are several
solutions for the challenges mentioned above, including a series of adaptations for using
ML correctly in Big Data systems for agriculture. However, information display problems
have not been resolved [24].

The goal of this paper is to discuss the real-life problems encountered in using ML in
conjunction with Big Data in the field of Smart Farming. We want to highlight the design
of the architectures of Big Data systems from the angle of data flows, as well as the ML
methods adapted to solve the problems encountered. To do this we carried out a SLR,
with strict application of the protocol established by [25]. This review may be of interest to
industry professionals, specifically to computer or data scientists and electronic or software
engineers, who wish to get an updated view of the extent to which ML and Big Data have
been applied and validated in agriculture. We selected a set of 34 papers which explain
the use of Big Data and ML in agriculture, of which only eight describe the adaptation of
ML methods in real cases. We observe that a number of studies have been published in the
area of Big Data and ML applied to agriculture during the last five years. It is therefore
important to compile, summarize, analyze and classify the most advanced research in
this area.

This paper consists of the following sections—Section 2 contains background on
Big Data and ML topics. Section 3 describes the use and adaptations of ML in Big Data.
Section 4 describes the methodology of SLR. Section 5 contains the analysis of the re-
viewed papers and the answers to the research questions. Section 6 contains the discussion
of the main findings. Section 7 explains threats to validity. Finally, Section 8 presents
the conclusions.

2. Background

This section provides information on the definitions and characteristics of ML and
Big Data.

2.1. Machine Learning

ML is a field of investigation which focuses formally on the theory, performance and
properties of learning systems and algorithms. It is highly interdisciplinary, based on
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different areas like artificial intelligence, optimization theory, information theory, statistics,
cognitive science, optimum control and many other scientific, engineering and mathe-
matical disciplines [26]. Due to its implementation in a wide field of application, ML has
covered almost all areas of science, having a great impact on science and society [27]. ML
is used within a variety of problems such as recommendation drivers, recognition systems,
informatics and data mining and autonomous control systems [20].

Depending on the nature of the feedback available for a learning system, ML can be
classified into three main types: supervised learning, unsupervised learning and reinforced-
learning. Table 1 summarizes the main ML techniques and also shows a comparison of
these, considering different perspectives for data processing. The row “Data processing
tasks” in the table indicates the problems that need to be solved and the row “Learning
algorithms” describes the methods that can be used. Briefly, from the perspective of data
processing, supervised learning and unsupervised learning focus mainly on data analysis,
while reinforced-learning is preferred for decision-making problems.

Table 1. Main Machine Learning (ML) techniques.

Classification Type Supervised Learning Unsuper.msed Remfor(:f:ment
Learning Learning
Estimation Clusterin
Data Processing Tasks  Classification renng Decision-making
. Prediction
Regression
Support Dirichlet process
vector machine mixture model TD-learning
. . Bayesian networks X-means Sarsa learning
Learning Algorithms Neural networks K-means Q-learning
Naive Bayes Gaussian R-learning

Hidden Markov model = mixture model

2.2. Big Data

Big Data is defined in three dimensions. First, it refers to the enormous volume
of generated, stored and processed data. Second, it also refers to the high velocity of
data transmission in interactions and the rates at which data are generated, collected and
exchanged. The third dimension refers to the variety of formats and structures of data,
product of the heterogeneity of data sources [15].

Apart from the “4 Vs” for the Big Data dimensions (volume, velocity, variety and
veracity), another dimension must also be considered, namely its value. The value is
obtained by analyzing data to extract hidden patterns, trends and knowledge models using
algorithms and smart data analysis techniques. Data science methods increase the value
of data, giving a better understanding of their phenomena and behaviors, optimizing
processes and improving the discoveries of machines, businesses and scientists. Therefore,
we cannot consider the Science of Big Data without including data analysis and ML as
primary steps for numbering value among the strategies of Big Data Science [28].

In practice, Big Data analysis tools enable data scientists to discover correlations and
patterns through the analysis of massive quantities of data from different sources. In
recent years the science of Big Data has become an important modern discipline for data
analysis [28]. It is considered an amalgam of classic disciplines like statistics, artificial
intelligence, mathematics and informatics with its sub-disciplines including database
systems, ML and distributed systems [29].

This is the Big Data Ecosystem that handles the evolution of data, models and support
infrastructure throughout its life cycle; it is a whole set of components or architecture, for
storing, processing and visualizing data and delivering results to guide applications [30,31].
The Framework Architecture of Big Data includes 5 components which manage different
aspects of the ecosystem: (1) data model, structures and types; (2) administration of Big
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Data; (3) analysis tools; (4) infrastructure; and (5) Big Data security. Figure 1 shows the
relation between the components.

-
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Figure 1. General architecture of Big Data.

As shown in Figure 1, the Big Data process starts identifying the sources from which
useful data are extracted [32]. Next, the data are stored in the designed data model,
depending on whether the data are structured or not. In the following step, the data are
classified and filtered according to the type of analysis required. The classified data are
analyzed using appropriate tools, for example, data mining [33], OLAP [34] and data
science in general [35]. The data obtained must be presented through some visualization
tool. Finally, the data are analyzed by the decision-makers [31].

3. Related Work

There is a constant concern in the development of ML algorithms for Big Data pro-
cessing. Challenges to address the data volume, variety, speed and value are described in
the literature; that is important when ML is introduced into Big Data systems architectures.
For agriculture, we have found several studies that explain the ML techniques to deal with
various problems, such as disease control, climate prediction, improvement of production
and quality. In this section, we describe some of them. On the other hand, there are studies
on Big Data in different agriculture domains, improving decision-making. We outline some
challenges. Few studies analyze the use of ML in Big Data, the challenges and adaptations
made. The papers explain interesting aspects in various domains. However, we have not
found enough information for agriculture, which makes our work necessary and relevant.

This section describes some important aspects obtained from reviews, state of the art
and surveys carried out in agriculture and other related areas. First, the use of ML and Big
Data in agriculture, their challenges and opportunities are described. Second, it shows the
problems that have been faced when using ML in conjunction with Big Data in general.
Finally, the adaptations of ML in Big Data are identified for the cases of volume, speed,
variety and veracity.

3.1. Machine Learning in Agriculture

ML has been used to solve different problems for agriculture, such as crop, herd, water
and soil [7]. It includes yield prediction, disease detection, weed detection, crop quality,
species recognition, animal welfare and production.

An example of this is that many producers say that weeds are the most serious
threats to crop production. Accurate weed detection is very important for sustainable
agriculture because weeds are difficult to detect and distinguish from crops. ML algorithms
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in conjunction with sensors now allow accurate detection and identification of weeds
without causing environmental problems or secondary effects. ML for weed detection
has led to the development of tools and robots to destroy weeds, minimizing the need for
herbicides [7]. Accurate detection and classification of the characteristics of crop quality
have increased product values and reduced waste. Figure 2 presents a graph showing the
different ML techniques that have been used in improving agriculture.

Clustering B

Decision trees 1D
Instance based models 1D
Regression .
Artificial & Deep neural networks = o —
Ensemble learning -
Support vector machines = —
Bayesian models =
0 5 10 15 20 25

M Yield prediction Disease detection Weed detection
Crop quality Species recognition M Animal welfare

M Livestock production l Water management M Soil management

Figure 2. ML techniques used in agriculture [7].

3.2. Big Data in Agriculture

Big Data in agriculture refers to all the modern technology available combined with
data analysis as a basis for making decisions based only on data [36]. The following
typology will help us to understand the Big data evolution (see Table 2).

Table 2. Typologies in digital agriculture [36].

Typology Features

A lot of data collected from various sectors and stages of
Agricultural Big Data agriculture. Stored and processed in the computer for use and
reuse for decision making.

Sensor enabled hardware and software tools to manage

Precisi icult : . .
recision agnicutture agriculture in all aspects using modern technology.

Computer algorithm enabled prescription for agronomic practices

P ipti icult .. .
rescription agriculture for mixing yield.

Computer enabled agribusiness platform considering field
Enterprise agriculture agriculture to human resources management, inventory, logistics,
machinery, buying and selling the system and profit.

Automation in agriculture through robotic technology and

A icul . . . .
utomated agriculture intelligent program using farm data and environmental data.

Big Data has been used to improve various aspects of agriculture, such as knowl-
edge about weather and climate change, land, animal research, crops, soil, weeds, food
availability and security, biodiversity, farmers’ decision-making, farmers’ insurance and
finance and remote sensing [6]. It is also used to create platforms which allow the actors of
the supply chain access to high quality products and processes; tools to improve yields
and predict demand; and advice and guidance to farmers based on the response capacity
of their crops to fertilizers, leading to better fertilizer use. Furthermore it has led to the
introduction of plant-scanning equipment to follow up deliveries and to allow retailers
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to monitor consumer purchases, improving product traceability throughout the supply
chain [9]. Big Data does not function in isolation. It has been used in conjunction with other
technologies like ML, cloud-based platforms, image processing, modelling and simulation,
statistical analysis, NDVI vegetation indices and geographic information systems (GIS) [6].
ML tools have been used in prediction, grouping and classification problems; while image
processing has been used when the data are extracted from images (i.e., cameras and
remote sensing) [6].

Table 3 summarizes the more advanced characteristics of the application of Big Data in
Smart Farming and the key problems of each stage of the Big Data chain found by Wolfert
in the literature up to 2015 [9]. In the initial stages, the technical problems related with
data formats, hardware and information standards may influence the availability of Big
Data for subsequent analysis. In the later stages, governance problems—Ilike reaching
agreements on responsibilities and liabilities—become more challenging for commercial
processes. The authors conclude that in 2016, Big Data in Smart Farming was still in an
initial development stage. The applications discussed in the work cited come mainly from
Europe and North America but a growing number of applications can be expected from
other countries [9]. The author also concludes that Big Data will trigger important changes
in the scope and organization of Smart Farming. Business analysis at a scale and velocity
never seen before will be a real game-changer, leading to continuous reinvention of new
business models.

Table 3. Features of Big Data applications in Smart Farming and key issues [9].

Stages of the Sata Chain Features Key Issues

Sensors, Open Data, data capture
by UAVs, Biometric sensing,
Genotype information

Data capture Availability, quality, formats

Cloud-based platform, Hadoop,

Data Storage Distributed File System (HDEFS), Quick and safe Access to

hybrid storage system,
cloud-based data warehouse

data, cost

Data Transfer

Wireless, cloud-based platform,
Linken Open Data

Safety, agreements on
responsibilities and liabilities

Data Transformation

ML algorithms, normalize,
visualize, anonymize.

Heterogeneity of data source,
automation of data cleansing
and preparation

Yield models, Planting

Data Analytics II’IStI"u.CthIIS, Bethmarkmg, Sema'ntlc heterogenelty, B
Decision ontologies, real-time analytics, scalability
Cognitive computing

Data Marketing Data visualization Ownership, privacy, new

business model

3.3. Challenges of Machine Learning in Big Data

Big Data creates numerous challenges for traditional ML in terms of scalability, adapt-
ability and usability; it presents new opportunities to inspire novel, transformational
solutions to address many technical challenges associated with Big Data to generate im-
pacts in the real world [37].

A major challenge is the design of the system architecture, as it has an impact on
how learning algorithms should be executed and on how efficient their execution is; at
the same time, satisfying the needs of ML could lead to the co-design of system architec-
ture [37]. Big Data and ML are related through the framework shown in Figure 3, where
Big Data provides the whole life cycle of the data from data entry to visualization. On the
other hand, the system provides an informatics platform for data processing and analysis.
ML is responsible for pre-processing data, learning and evaluation. The users can use



Electronics 2021, 10, 552

7 of 32

the data provided by ML through the informatics system. All this in the domain of a
specific application.

Big Data System

Machine Learning

Preprocesing | <0 Learning : Evaluation

User ‘ ’ Domain |

Figure 3. A framework of Machine Learning in Big Data.

There are many challenges to be overcome in developing a new ML algorithm or
adapting classic algorithms to the context of Big Data. There are several works that detail
these challenges [15,21,38—40].

Sassi and Ouaftauh [15] explain that one of the adaptation methods is the coupling
between new technologies (that is, GPU distributed computing, Hadoop, Spark) and ML
algorithms to reduce the computational cost of data analysis. The paper highlights the
main challenges of adapting ML algorithms to the Big Data context and describes a novel
method to make these algorithms efficient and fast in Big Data processing using hidden
Markov models as a case study using the Spark framework.

Bhatnagar [21] discusses numerous issues related to the huge amount of data, its
processing and analysis, the current focus of research and future trends. Also, the same
author describes the use of ML approaches for Big Data processing and highlights the
current scenario from different perspectives.

Chan [38] presents a survey on ML approaches commonly used for affective design
when using two data streams, traditional survey data and modern big data. The author
provides a classification of ML technologies for traditional survey data. The limitations
and advantages of ML technologies are discussed. Since big data related to affective design
can be captured from social media, the authors discuss the perspectives and challenges in
using Big Data to improve the affective design.

Isabella and Srinivasan [39] analyze challenges and innovative ideas for big data
analysis in conjunction with ML applied in different fields from 2007 to 2017. The authors
identified research projects based on discussions on ML techniques for Big Data analysis
providing suggestions for developing new projects.

Mahajan et al. [40] compare various accelerator designs for ML algorithms. The
authors present a new accelerator called TABLE, which is a framework that generates
accelerators for a class of ML algorithms that can be used in Big Data.

Rathor and Gyanchandani [41] and Divya, Bhargavi and Jyothi [42] present a compar-
ative analysis of ML algorithms to better reconcile Big Data challenges based on optimized
performance for time and the precision obtained in the prediction.

There is little contribution from the state of the art to understanding software archi-
tectures and the use of ML in Big Data [43]. On the other hand, applying and using ML
techniques developed for real-world problems has potential as a research area [21].
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3.4. ML Adaptations in Big Data

In response to the challenges presented by several authors, several adaptations of ML
techniques have been developed for using in Big Data. One of the possibilities is the design
of entirely new algorithms as this may be a suitable solution but most researchers have
preferred other methods, such as adapting existing techniques [24].

Table 4 presents a summary of the possible solutions that have been developed for
the problems described in the previous section [24]. The table shows various approaches
versus challenges that have been implemented to tailor ML according to the requirements
of data volume, variety, speed or accuracy. The symbol “,/” means that the adaptation was
total and “*” means a partial adaptation. Thus, for example, it was found that using the
Deep Learning technique in Big Data was fully adapted to solve problems of data volume
and variety. In this case, the analyzed approaches were Feature Engineering, Non-linearity
and Data Heterogeneity.

Table 4. Comparison of adaptations made in ML to be used in Big Data [24].

Challenges

Approaches * Volume Variety Velocity Veracity
A B C D E F G H I J K L M N L o P Q
Deep Learning - - - - VARV - - - Vv * - - - - - * *
Online Learning v Vv * - - - - - Vv - * v v * v _ _ *
ML Local Learning v vV - - - - v v - - - - - - - - -
Transfer Learning - - 4 - - - - - - Vv * - - - - - * *
Lifelong Learning v<£& - VAR - - - - - v VA - - * *
Ensemble Learning / |/ - - - - - - - - - - - v - - - -

Approaches: A (Processing Performance), B (Curse of Modularity), C (Class Imbalance), D (Feature Engineering), E(Non-linearity),
F (Bonferroni Principle), G (Variance and Bias), H (Data Locality), I (Data heterogenicity), ] (Dirty and noisy Data), K (Data availability),
L (Real-time Processing/Streaming), M (Concept drift), N (L.I.D.), O (Data Provenance), P (Data Uncertainty), Q (Dirty and Noisy Data).

Despite the proposals for adaptations to ML techniques, there are not reported cases
applied in agriculture.

Next, the paper presents an SLR to classify proposals for Big Data systems using ML
in agriculture. The principal adaptations made so that ML can be used correctly have
been identified.

4. Research Methodology

An SLR was selected as the research methodology for this paper. This research aims
to investigate and provide a review of the adaptations of ML for use in Big Data when
applied to the real case of agriculture.

We have followed the proposals of [25] to carry out impartial research in the context
of information selection. The research methodology follows the steps shown in Figure 4.

4.1. Research Objetives

The objectives of this research were as follows:

O1. To identify vanguard research works in the field of Big Data and ML, focusing on
uses in agriculture

O2. To characterize the Big Data and ML architectures used in agriculture.

O3. To identify the ML proposals used in Big Data to improve decision-making
in agriculture.

O4. To identify the adaptations of ML for use in the context of Big Data for agriculture.

O5. To propose a framework to represent the elements necessary for the design of Big
Data and ML architectures used for agriculture.

06. To identify the research gaps in terms of challenges and unsolved issues.
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Process Steps

Specify.Research Dsgg’rg:' Establishipg
Objectve i Search String

Screening of Keywords Using 5
]—{ Papers }—»[ ADSTICH }{DaﬁaExtractlon]

Purpose of Relevant Classification
roay Review Scop All Papers S S
Qutcomes

Systematic

Figure 4. Research Methodology.

4.2. Research Questions

The first step of this SLR is the definition of research questions and provision of the
current research status on Big Data and ML in agriculture. This SLR addresses nine research
questions with their motivations, as shown in Table 5.

Table 5. Research questions.

N° Research Question Main Motivation Research Objectives
What are the major targeted primary Identlfy where Big Data a.nd Machine
L . Learning research for agriculture can be
RQ1 publication channels for Big Data and found. as well as eood publication sources o1
Machine Learning research in agriculture? g as good p
for future studies.
How has the frequ.ency of a rchlt.ectures Identify the publication with the time
RQ2 been changed of Big Data in agriculture . . . 01
over time? related to Big Data in agriculture.
What type of problems are solved using . .
RQ3 Big Data Machine Learning in the field Ideptlfy the type of problem facing the 01, 06
of agriculture? agricultural company.
RQ4 What is the heading of agriculture in which  Identify the agricultural sector in which the o1
Big Data Machine Learning is used? technology is used.
What Big Data Machine Learning Identify the characteristics of the
RQ5 architectures are used to solve problems archltecturgs used, their dat?a sourcles, 01,02, 06
in aericulture? pre-processing, data analysis algorithms,
& ) results evaluation and visualization.
Know the approaches used in the
RQ6 X}Y?aiggi zzz’c)hes were used to solve development of Big Data Machine 01,03
p ) Learning architectures in agriculture.
Identify the main areas of agriculture in
RQ7 What are the main application domains of =~ which Big Data Machine Learning is used o1 03
Big Data Machine Learning in agriculture? ~ for monitoring, control, simulation and !
prediction purposes.
What Machine Learning techniques have . . . .
RQ8 been used in the Big Data iizn:fyotr};;i\n/lzﬁleng Learning techniques 01,02, 05
architectures found? & '
RQ9 What are the adaptations of using ML in Identify adaptations made in ML when 01, 04

Big Data in the field of agriculture?

used in a Big Data context for agriculture.
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4.3. Search String

The second phase of SLR is to search for relevant studies on the research topics. A
search string has been defined to gather published articles related to the research topics. It
is decided using “Big Data” AND “Machine Learning” AND (“Farm” OR “Agriculture”)
search string. Internet research has been performed by using multiple search engines and
digital libraries to collect information. The obtained results were compiled to get the best
sources for information to answer the defined research questions. The selection of data
sources was based on their scientific contents, closely related to the objective of this work.
The chosen databases were IEEE-Xplore, ACM, Science Direct, Springer Link, MDPI and
Scopus. We incorporate Scopus because it includes the most important conferences. The
next step is to identify the consistent procedures and search terms to look for technical and
scientific documentation in search engines and digital libraries. Table 6 shows the set of
keywords selected to define the search string from the research questions.

Table 6. Search String.

Sources Search String Context

IEEE Xplore, ACM, Science Direct, =~ “Big Data” AND “Machine Learning”
Springer Link, MDPI and Scopus AND (“Farm” OR “Agriculture”)

Agriculture

4.4. Screening of Relevant Papers

All the papers were not precisely relevant to the research questions. Therefore, these
papers needed to be assessed according to the actual relevance. For this purpose, we used
the search process defined by Dybé and Dingseyr [44] for a screening of relevant papers.
In the first screening phase, papers were selected based on their titles and we excluded
those studies that were irrelevant to the research area. In the second screening, we read
the abstract of each selected paper in the first screening phase. Furthermore, inclusion and
exclusion criteria were also used to screen the papers.

We exclude the following types of papers:

Articles that do not used Big Data and ML system.

Application in real cases in the field of agriculture.

Papers published other than conferences, journals and technical reports.
Articles without defining data sources.

Articles not published in the English language.

Papers published before 2015.

Papers that are not relevant to the search string.

Papers have been selected based on the given exclusion criteria and after examining the
abstract of selected studies, we have decided to include them in the next screening phase.

4.5. Keywording Using Abstract

To find the relevant papers through keywording using the abstract, we used a process
defined by Petersen et al. [45]. Keywording was done in two phases. First, we examined
the abstract and identified the concepts and keywords that reflected the contribution of
the studies. The concepts and keywords found in this phase were ML techniques, Type of
problem and Domain.

In the second phase, the results and conclusions sections were reviewed. New concepts
such as the adaptation of the ML and characteristics of the architecture appeared.

4.6. Quality Assessment

An SLR quality assessment (QA) is carried out to assess the quality of selected papers.
In this SLR, a questionnaire has been designed to measure the quality of the selected papers.
The QA in this SLR is carried out by following the study of Farooq et al. [46].

(a) The study contributes to Big Data and ML in agriculture. The possible answers for
this research question were “Yes (+1)” and “No (0).”
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(b) The study represents a clear solution in the field of agriculture by using Big Data
and ML. The possible answers for this research question were “Yes (+1),” “partially (0.5)”
and “No (0).”

(c) The published studies that have been cited by other articles and possible answers
for this research question were: “partially (0)” if the citation countis 1 to 5, “No (—1)" if
paper is not being cited by any author and “Yes (+1)” if citation count is more than five.

(d) The published study is from a stable and recognized publication source. The
answer to this question has been evaluated by considering the Journal Citation Reports
(JCR) Lists and CORE ranking computer science conferences.

Possible answers for journals and conferences are presented in Table 7.

Table 7. Quality criteria. JCR: Journal Citation Reports.

Sources Ranking Score

Q1 2

Q2 15
Journal Q3 OR Q4 1
If paper is not in a JCR ranking 0

CORE A 15
Conf CORE B 1

onference CORE C 05
If paper is not in a CORE ranking 0

Selected studies have a score for each question and the calculated sum of scores is
presented in the form of an integer between —1 and 5.

4.7. Study Selection Process

Table 8 shows the results of the selection and search processes. Initially, 1980 articles
were selected when the search protocol was applied in the selected repositories. The
selection process has been applied based on the inclusion and exclusion criteria, keywords,
titles, abstracts and full articles of the retrieved articles. Three research assistants selected
papers based on searching through the designed search string. Then, the same assistants
applied the selection criteria based on the title of the paper, obtaining a set of 1168 papers.
Eliminating duplicate papers, a new set of 873 papers was obtained. We analyzed the
abstracts of each paper, selecting those that showed the use of Big Data or ML. A Cohen’s
kappa coefficient of 0.86 was used to determine an acceptable level of agreement between
the authors [47]. Furthermore, after reading the full abstracts of the 873 articles selected in
the duplication phase, we have selected 224 papers based on their abstracts. After reading
the full paper, we have selected 34 pertinent papers that contain the necessary data to
answer the research questions.

Table 8. Primary selection process for retrieved articles.

Phase  Process Selection Criteria IEEE Xplore Springer  Science Direct = MDPI Scopus Total
1 Search Keywords 538 486 106 270 580 1980
2 Screening  Title 413 278 87 78 312 1168
3 Screening  Duplication Removal 413 35 87 78 260 873
4 Screening  Abstract 48 17 37 25 97 224
5 Inspection  Full Article 9 1 0 6 18 34
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4.8. Data Extraction Method

The data extraction strategy was applied to provide a set of possible answers to the
research questions defined. Table 9 contains the Key words that we have defined per

research question.

Table 9. Key words.

Ne° Research Questions Key Words
What are the maor targeted prmaty pub1.1cat10n The answer to this question is given by identifying the
RQ1 channels for Big Data and Machine Learning research - ¢
. . publication channels and the sources of all the articles.
in agriculture?
How has the frequency of architectures been changed of Ide.ntlfy the frequency . of appranhes to each article,
RQ2 . . . - which has been classified according to the year
Big Data in agriculture over time? L
of publication.
What type of problems are solved using Big Data Itis pos§1ble t.o find problems n the ﬁeld. Of. quality,
RQ3 . N . . production, disease control, climate prediction,
Machine Learning in the field of agriculture?
among others.
What is the heading of agriculture in which Big Data The heading can be diverse, such as Fruit, Livestock,
RQ4 . S :
Machine Learning is used? Climate, among others.
What Big Data Machine Learning architectures are used The components of the architectures will b('e detailed .
RQ5 ) ) according to the data sources, data processing, analysis
to solve problems in agriculture? - -
and visualization.
The research approaches have been classified according
RQ6 What approaches were used to solve the problems? ’.co.th.e development techniques in the se.l ecte d studies, as
if it is a proposal, method, model, application, survey,
platform, ecosystem and framework.
RQ7 What are the main application domains of Big Data The application domains can be control (management),
Machine Learning in agriculture? growth tracking, control and prediction.
What Machine Learning techniques have been used in It is possible to find the techniques used and the design
RQ8 . . .
the Big Data architectures found? of the learning stages.
ML adaptations have been made for use in Big Data.
RQ9 What are the adaptations of using ML in Big Data in the = They have classified them according to the

field of agriculture?

characteristics of Big Data, volume, variety, veracity
and value.

5. Analysis

Once the relevant papers have been selected, they are analyzed to find information

that allows us to answer the research questions related to the adaptations made in ML
techniques when they are included in Big Data systems. It is important to understand the
design of the architectures, application domains and the issues addressed.

5.1. Selection of Results

Analysis of studies on Big Data and ML in agriculture is a key challenge because their
multiple domains of application must be covered. To answer our research questions, we
brought together 34 primary studies in this section. After analyzing the studies selected,
we tried to answer each question with the information extracted. Table 10 presents the
quality evaluation for the selected articles and the results of their general classification.

5.1.1. Answer for RQ1: What Are the Major Targeted Primary Publication Channels for Big
Data and Machine Learning Research in Agriculture?

The text continues here. Proofs must be formatted as follows:

Table 11 shows the different publications channels and several articles that have been
published on these channels. Of the 34 selected papers, 25 papers (76.4%) were published
in journals. Of the remaining papers, 9 (23.6%) were presented in conferences.
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Table 10. Classification and quality assessment scores.

Classification Quality Assessment
References P.Channel Heading Domain a b c d  Scores
[48] Springer gzzrirslie;rllsmaking Prediction 1 1 0 0 2
[49] MDPI Crops Prediction 1 0.5 1 1.5 4
[50] MDPI Crops Prediction 1 0.5 1 2 4.5
[51] MDPI Land Prediction 1 0.5 0 2 35
[52] MDPI Crops Prediction 1 0.5 0 0 1.5
[53] MDPI Soil Control 1 05 0 15 3
[54] MDPI Crops Prediction 1 05 0 2 35
[55] IEEE Crops Tracing 1 1 -1 0 1
[56] IEEE Biodiversity Prediction 1 05 -1 0 0.5
[57] IEEE Crops Prediction 1 1 1 0 3
[58] IEEE gii?;g:making Predicion 1 1 0 0 2
[59] IEEE Crops Control 1 1 0 0 2
[60] IEEE Animal’s Research Control 1 1 1 0 3
[61] IEEE Animal’s Research Prediction 1 05 -1 2 2.5
[62] IEEE Crops Prediction 1 0.5 0 0 1.5
[63] IEEE Animal’s Research Prediction 1 0.5 0 2 3.5
[64] Scopus Crops Prediction 1 05 -1 1 15
[65] Scopus Land Prediction 1 05 -1 2 2.5
Farmers’ decision
[66] Scopus making/Weather and  Prediction 1 05 -1 0 0.5
climate change

[67] Scopus Land Tracing 1 1 1 2 5
[68] Scopus Crops Tracing 1 05 -1 1 15
[69] Scopus rFr?arEE;S/ gfggon Predicion 1 05 -1 1 15
[70] Scopus Zﬁi‘iﬁii{;ﬁge Prediction 1 05 -1 1 15
[71] Scopus Crops Tracing 1 05 -1 0 0.5
[72] Scopus Crops Prediction 1 1 0 0 2
[73] Scopus Soil Prediction 1 0.5 1 2 4.5
[74] Scopus gggi::jriilta;mty Tracing 1 05 1 2 45
[75] Scopus Crops Tracing 1 05 0 2 35
[76] Scopus Zzﬁ;}t‘iiﬁge Predicion 1 05 0 15 3
[77] Scopus Crops Prediction 1 05 -1 0 0.5
[78] Scopus Soil Prediction 1 05 1 2 45
[13] Scopus Weeds Control 1 0.5 1 2 4.5
[79] Scopus Crops Tracing 1 0.5 1 2 4
[80] Scopus Biodiversity Prediction 1 0.5 1 0 2.5
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Table 11. Principal Publication Sources.

Publication Sources References Chanel N° %
Environmental Software Systems.
Infrastructures, Services and [48] Journal 1 2.9
Applications
Machines [49] Journal 1 2.9
Remote Sensing [50,65] Journal 2 5.9
Agronomy [51,54] Journal 2 5.9
Al (Multidisciplinary Digital
Publishing Institute) 521 Journal 1 29
Water [53] Journal 1 2.9
IST-Africa Conference (IST-Africa) [55] Conference 1 29
International Conference on Computer,
Control, Informatics and its [56] Conference 1 2.9
Applications (IC3INA)
International Conference on Advances
in Computing, Communications and [57] Conference 1 29
Informatics (ICACCI)
Fourth International Conference on
Computing Communication Control [58] Conference 1 29
and Automation (ICCUBEA)
IEEE Transactions on Big Data [59] Journal 1 29
IoT Vertical and Topical Summit on [60] Conference 1 29

Agriculture—Tuscany (IOT Tuscany)
IEEE Access [61,63] Journal 2

IEEE 11th International Conference on
Humanoid, Nanotechnology,
Information Technology,

Communication and Control, [62] Conference 1 29
Environment and Management

(HNICEM)

Advances in Intelligent Systems [64,60] Journal 2 59
and Computing

Remote Sensing [65] Journal 1 2.9
International Journal of Emerging

Trends in Engineering Research [66] Journal 1 29
GIScience and Remote Sensing [67] Journal 1 2.9
International Journal of Scientific and

Technology Research [65] Journal 1 29
International Journal on

Emerging Technologies [70] Journal 1 29
IEEE 5th International Conference on

Computer and Communications, [71] Conference 1 2.9
ICCC 2019

Iélglc\gelgfﬁénsa;?;al Conference [72] Conference 1 2.9
Computers and Electronics in [13,73-75,78] Journal 5 147
Agriculture

Environmetrics [76] Journal 1 2.9
International Journal of Recent

Technology and Engineering [771 Journal 1 29
Mobile Networks and Applications [79] Journal 1 2.9
Proceedings of the International Joint [80] Conference 1 29

Conference on Neural Networks
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It is observed that most of the conferences and journals have one or two papers
that meet the inclusion and exclusion criteria used. Only the journal “Computers and
Electronics in Agriculture” contributes five relevant papers to this study, which implies
being a relevant communication channel in the field of Agriculture.

5.1.2. Answer for RQ2: How Has the Frequency of Architectures Been Changed of Big
Data in Agriculture over Time?

Figure 5 shows the selected articles published between 2015 and 2020. There was a
maintained pace of publications from 2015 to 2017. During 2018 and 2020, there was a
significant increase in publications. This increase may indicate the growing interest in Big
Data and ML in agriculture.

15

10

Number of Papers

0
2015 2016 2017 2018 2019 2020

Publication Year

Figure 5. Distribution of papers selected by year.
5.1.3. Answer for RQ3: What Type of Problems Are Solved Using Big Data and Machine
Learning in the Field of Agriculture?

There are many types of problems that are attempted to be solved through Big Data
and ML technologies as shown in Figure 6. Each of those found is detailed below:

@ ncrease Quality @ Increase Production Disease Control @) Weather Forecasting
@ Reduce production costs

Figure 6. Distribution of papers selected by Problem type.
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(a) Increase Quality: This type of problem refers to the need to improve the quality of
products (17.5% of papers).

(b) Increase Production: Refers to the need to increase the quantity of products. In
the studies, aspects to be considered were mentioned, such as the search for new land for
cultivation, the improvement of the quality of the land, the use of sensors to eliminate bugs
(40% of papers).

(c) Disease control: In the case of agricultural products, sensors, images and robots
are used in order to control the state of the plant or fruit as it grows. On the other hand,
analyzes were used to predict future diseases. (17.5%)

(d) Climate prediction: Different weather variables are analyzed to predict rainfall,
possible floods and frost (10%).

(e) Reduce production costs: Sensors are used and in other cases animals, to control
diseases and pests. They indicate that they reduce the cost of maintenance (15%).

5.1.4. Answer for RQ4: What Is the Area of Agriculture in Which Big Data Machine
Learning Is Used?

We have found the following agricultural items: Farmer, Crops, Animals, Land, Soil,
Weed; among others. This category coincides with the work of [6] published in 2017. The
graph below shows the number of articles analyzed by each item.

It is observed that there is a large number of papers in the Crops area (see Figure 7).
These papers describe the use of ML techniques to solve problems with the quantity
and quality of products. On the other hand, the ML techniques mainly used allow the
traceability of crop and prediction systems.

Weather and climate
change

Land

Animals' Research
Crops

Soil

Weeds

Food availability and
security

Biodiversity
Farmers' decision
making

Farmers' insurance
and finance

0 5 10 15 20
Number of papers selected

Figure 7. Distribution of papers selected by agriculture heading.

5.1.5. Answer for RQ5: What Big Data and Machine Learning Architectures Are Used to
Solve Problems in Agriculture?

Few works explain the complete characteristics of the architectures used. Table 12
shows a summary of the layers used for each agricultural item.

The architectures of Big Data ML systems in agriculture found in this SLR are
described below.

(a) Big Data Architecture for Environmental Analytics: Developed Big Data based
knowledge recommendation framework architecture for sustainable precision agricultural
decision support system using Computational Intelligence (Machine Learning Analyt-
ics) and Semantic Web Technology (Ontological Knowledge Representation). Captur-
ing domain knowledge about agricultural processes, understanding about soil, climatic
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condition-based harvesting optimization and undocumented farmers’ valuable experiences
are essential requirements to develop a suitable system. Architecture to integrate data and
knowledge from various heterogeneous data sources, combined with domain knowledge
captured from the agricultural industry has been proposed [48].

Table 12. Layers of ML Big Data architectures used in agriculture.

Heading Data Ingestion  Data Processing  Data Analysis Data Visualization Ref.

Farmer’s decision making Vv v Vv - [48]
Crops Vv Vv Vv Vv [55,57-59,67,72]

Animal’s research Vv v v - [60]

Figure 8 shows the architecture of the system that has been proposed and imple-
mented. The feature extraction process was applied to the metadata to create a feature
database from the individual data sources. This processing was carried out using data
mining and text mining techniques; in addition to unsupervised ML techniques. On the
other hand, several supervised ML techniques were used in order to extract the base of
characteristics. The uniqueness of the architecture in this context was the selection of the
ML methodology to extract the basis of specific characteristics. The specifics base was
determined on the basis of the actual application and also on the basis of expert knowledge
of the available domain, generally undocumented and owned by individuals (i.e. farmers)
as long-term field experience. Domain-guided extraction by ML was called semantic ex-
traction, therefore it produced a base of semantic characteristics. The meta-feature base
and semantic feature were integrated to form an enriched feature space, which was a more
meaningful representation of heterogeneous big data. Furthermore, in this architecture,
it is shown that dimension reduction can be done in a significant and domain-specific
way to increase system efficiency and also to increase system precision by enriching the
data semantically.

URL Adaptor and

Downloader

OFF-LINE
Spatio-Temporal
Cosmos AWAP SILO ASRIS Data Ma’;g:
Processor Processor Processor Processor

Neutron Count,
Soil Mosture 'SILO Time Series Soill Metadata veomedgeln
Processor 'ecommendation

= -

ic Sateli Historic Time Series and Expert
Data Adaplor ( : | iniegratad Deka e b
LANDSAT and Downloadable File Creator () Files Downloader () Capturing
Processor

LAT LON User DHD
Input Processor

Figure 8. Big Data Architecture for Environmental Analytics.
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(b) Precision agriculture Big Data architecture: This work presents a precision agricul-
ture model to suggest to the farmers which crop to cultivate according to field conditions.
Focusing mainly on the agriculture in Telangana region, the model uses a Naive Bayes
classifier to recommend the crop to the farmers. It also suggests which crop can be grown
in a specific given environment [57]. In the architecture, a programming paradigm named
MapReduce functionality is used. MapReduce functionality is a variant of the Hadoop
Distributed File Systems (HDFS), which provides the parallel processing operation for
various parameters collected from different agricultural repositories. It works in a parallel
and distributed manner to process the large volume of data.

(c) System architecture of AgroConsultant: Developed an intelligent system, called
AgroConsultant, which intends to assist the Indian farmers in making an informed deci-
sion about which crop to grow depending on the sowing season, his farm’s geographical
location, soil characteristics as well as environmental factors such as temperature and
rainfall. AgroConsultant considers all the appropriate parameters, including tempera-
ture, rainfall, location and soil condition, to predict crop suitability [58]. Two subsystems
were used (see Figure 9). Subsystem1: CropSuitabilityPredictor. This subsystem is funda-
mentally concerned with performing the primary function of AgroConsultant, which is,
providing crop recommendations to farmers. Subsystem?2: RainfallPredictor, predicts the
rainfall (in mm) for each month of the current year, depending on the location of the user’s
farm. The predicted output of this subsystem can be fed to subsystem1 for predicting the
crop suitability.

Recommendation Map Visualization

| w—

1 DataPre- * | Machine Leaming ’ N, D — A w
— : : Trained Model z ; [
"“‘"" i 3— a

Acquisition of Training Dataset

Sub-System 2

I8 & R =1

Acquisition of Training Dataset

Month-wise Rainfall
Prediction

Figure 9. System architecture of AgroConsultant [58].

(d) Big Data Architecture for the crop classification system: a four-level architecture
for classification task solving with multitemporal satellite imagery is used. These levels are
data preprocessing, classification (supervised) and postprocessing of classification results
and visualization of the results (including geospatial analysis) (see Figure 10) [59]. To
decrease the time of downloading satellite imagery, it makes sense to deploy a classification
system in the cloud environment, for example, Amazon, where Sentinel-1 data are already
available for free. Figure 11 shows an architecture component diagram of the proposed
classification system. With such cloud-based approach, geospatial research can be moved
from data to analysis with a way smaller delay from the beginning of the study.

(e) Architecture for animal monitoring based on IoT technologies: proposed a platform
for monitoring animal behavior, based on IoT technologies. It includes a local IoT network
to collect animal data and a cloud platform, with processing and storage capabilities, to
graze sheep autonomously within vineyard areas [60]. The cloud platform also incorporates
ML functions, allowing the extraction of relevant information from the data collected by the
IoT network. Figure 12 depicts the overall architecture of the implemented platform. The
left part of this figure shows the devices of the IoT network implemented to run local tasks.
Such local infrastructure is in turn interconnected through a wide-band connection (e.g., 3G,
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4G, LTE) to a cloud platform, represented in the right part of Figure 12. The Cloud platform
is composed of five different interconnected modules, responsible for the aggregation,
analysis and processing of stream data, being the base of the architecture configuration.

Raster Maps.
m Sophites
Q% - - B
Crop State Maps
E - —

API to Proagrica
infrastructure
slou‘e

- B - = -
. =

. In the cloud . Planned transition . Local processing

Figure 11. Big Data Architecture for the crop classification system [59].

(f) DSS LANDS Architecture for Forecasting Crop Disease: This is a prototype agri-
cultural DSS developed in collaboration with Laore Sardinia Agency [72]. Laore Sardinia
Agency deals with providing advisory, education, training and assistance services in the
regional agricultural sector. The DSS is designed to help Laore technicians and Sardinian
farmers in decision-making. The purposes of LANDS are: (i) to optimize resource manage-
ment by reducing certain inputs (for example, chemical and natural resources, etc.); (ii) to
predict crop risk situations (for example, diseases, weather alerts, etc.); (iii) increase the
quality of decisions for field management (iv) reduce environmental impact and production
costs. To address the objectives, LANDS is divided into three steps: (i) collects, organizes
and integrates a large amount of data from different sources; (ii) analyzes and interprets
the information; and (iii) uses the analysis to recommend the best action to take. The
authors structured the DSS LANDS into three components: (i) an integrated system for
monitoring the crop components and store their data; (ii) a data analysis modules system
which performs through several mathematical and forecasting models across and dynamic
analysis of different types of data; (iii) a cross-platform application used by farmers to
upload crop data collected during the field survey and to visualize the up-to-date infor-
mation for managing the cultivation. Figure 13 shows the DSS LANDS Architecture for
Forecasting Crop Disease.
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Figure 12. Architecture for Animal monitoring based on Internet of Things (IoT) technologies.
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Figure 13. DSS LANDS Architecture for Forecasting Crop Disease.

5.1.6. Answer for RQ6: What Approaches Were Used to Solve the Problems?

There are several approaches found in the field of Big Data and ML in Agriculture, as
shown in Figure 14. Each approach has been investigated in this section.

(a) Architecture: Only 8 papers (21.6%) describe the architectures used and how ML is
integrated for data analysis. The characteristics of these are described in Section 5.1.5.

(b) Application: 13.5% of the analyzed works describe the development of an applica-
tion. Wang, Yang and Liu [71], used IoT technology, Big Data and ML algorithms, to create
an application that includes data collection, data storage, data analysis and visualization
management, we present a complete scheme. Through the agricultural Big Data system,
they reduce the cost of production and improve production efficiency. On the other hand,
Yang et al. [79], created an IoT and M2M system that directs a new trend for agricultural
development. They use the parallel extension capacity, so that the system can gradually
connect to large-scale indoor farms to make these farms blend with each other organically.
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@ Architecture Application @ Method @ Model

Figure 14. Research Approaches in Big Data and ML Agriculture.

(c) Method: 54.1% of the papers describe the development of a method for data
analysis. Balducci, Impedovo and Pirlio [49] created a method to manage heterogeneous
information and data from real data sets that collect physical, biological and sensory values.
The method includes the design and implementation of practical tasks, ranging from
crop harvest forecasting to reconstructing missing or incorrect sensor data, exploiting and
comparing various machine learning techniques to suggest in which direction to employ
efforts and investments. On the other hand, Taghizadeh-Mehrjardi et al. [51] created a
method to assess the suitability of land for two main crops (i.e., wheat and rainfed barley)
according to the Organization’s “Land Suitability Assessment Framework” for Agriculture
and Food (FAO). Wei et al. [52] developed a method to generate a carrot yield map applying
a random forest regression algorithm on a database composed of satellite spectral data
and ground carrot yield sampling. Mosavi et al. [53] propose a method that includes new
ML models for the susceptibility mapping of soil water erosion. The weighted subspace
random forest, the Gaussian process with a radial basis function kernel and Bayes naive
ML methods were used in predicting susceptibility to soil erosion. The method consisted of
five sections: preparation and compilation of the relevant factors for modeling soil erosion;
extraction of eroded and non-eroded locations through field observations; selection of
essential factors; modeling of water erosion; and evaluate the performance of the models.
Tarik and Mohammed [69] used a methodology using methodological data to prevent the
rate of cereal production in an area characterized by an unstable climate using artificial
neural networks.

(d) Model: 10.8% of the papers describe the development of a model. Rehman et al. [66]
created a model that uses different ML algorithms to improve pesticide use. On the other
hand, Sagi and Jain [78] created a model of H2O to be used in a validation framework of
the use of ML algorithms.

5.1.7. Answer for RQ7: What Are the Main Application Domains of Big Data and Machine
Learning in Agriculture?

Big Data and ML solutions for agriculture consist of multiple tracing, control and
prediction applications, which measure various types of variables such as climate (temper-
ature, humidity), soil, water, fertilization, control of pests and location tracking. The main
application domain selected in this SLR is prediction, as shown in Figure 15. Most studies
have focused on prediction (67.6%), control (11.8%) and Tracing (20.6%).

5.1.8. Answer for RQ8: What Machine Learning Techniques Have Been Used in the Big
Data Architectures Found?

In the reviewed articles, a variety of ML techniques have been used, as shown in the
graph in Figure 16.
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Figure 16. ML Techniques used in Big Data for Agriculture.

The most widely used ML techniques are support vector machine (SVM), Random
Forest and Neural Networks. SVM has been used for text analysis when a diversity of
dimensions is available. This is the case of the comments from experts that were introduced
to Big Data systems, in addition to a set of data from sensors, images and weather. On
the other hand, Random Forest was appropriate for cases in which a large volume of data
is available and therefore greater efficiency in data processing is required. For the cases
analyzed, the technique was appropriate when a large amount of information is available
from satellite images. Finally, Neuronal Networks was used for image recognition, which is
widely used for disease prediction. On the other hand, the technique seemed appropriate
when the Big Data system delivered recommendations to farmers.



Electronics 2021, 10, 552

23 of 32

5.1.9. Answer for RQ9: What Are the Adaptations That ML Uses in Big Data in the Field
of Agriculture?

In Section 3.4, a series of adaptations of ML were mentioned to be used in conjunction
with Big Data. In this section, we describe the adaptations mentioned in the 8 papers
that describe the system architecture. An ML module for data analysis is included in
the architectures.

For the architecture “Big Data Architecture for Environmental Analytics” they used a
set of ML techniques [48]. The authors indicated that it was necessary to solve the problem
of carrying out learning, inference and prediction tasks using Linked Open Data. To do
this, the authors proposed incorporating various learning algorithms into the cloud-based
computing infrastructure to provide the analytical power necessary to capture and integrate
interesting patterns from heterogeneous data sources. Another important aspect is the
use of an ontology translator for automatic reasoning from dynamic time-series data from
environmental sensors and sensor networks. The pre-processed time series data were batch
processed and represented as daily averaged data for this study.

In “Smart Farming Architecture for Sustainable Agriculture” [55], the authors explain
the need to adapt ML in Big Data when it is used in precision agriculture. On the other hand,
smart agriculture extends beyond management activities, not only in location but also
in data, context and understanding of the situation triggered by events in real-time. The
authors empirically validated the efficacy and robustness of deep learning in the analysis
and representation of features in the context of interpreting scenes from remote sensing
images. They used a generic computer vision technique for image feature analysis and its
representation that is based on deep neural networks for smart agricultural applications.

In “Crop Prediction Architecture” [57], they used the prediction through different
factors, determining the type of crop most apt to grow in a certain sector. The authors
adapted ML techniques to use data with a low computational cost. They explain that the
model can be further improved to find the yield of each crop and to recommend pesticides.
It can also be modified to suggest fertilizers and the need for irrigation of crops.

Also, in “AgroConsultant Architecture” [58], they faced the problem of identifying
appropriate ML models for crop classification and implementing the workflow for large-
scale crop mapping on a cloud platform. To reduce the download time of satellite images,
it makes sense to implement a classification system in the cloud environment, for example,
Amazon, where Sentinel-1 data is already available for free. As a result, they developed a
crop classification workflow and CropZoom web to handle automated data visualization
tasks, which are based on ML techniques. Such a web service enables the end-user to get
the basic GIS functionality that is flexible in terms of data management and ease of keeping
the products up to date.

Another problem faced was the development of the architecture in “Cloud Approach
to Automated Crop Classification” [59], in which the satellite data is too large to process.
The authors used the Google Earth Engine cloud computing platform for image processing.

In the architecture of “Animal monitoring based on IoT technologies” [60], they used
various supervised learning techniques, such as Random Forest, Decision Trees (DT) using
(50 and rpart packages, XGBoost, K-Neighbors Neighbors (KNN), Support Vector Machine
(SVM) and Naive Bayes. The authors used data from videos of the animals, as metadata is
required to be added to the positions of the animals (i.e., standing, resting, eating) versus
data extracted from sensors placed on the same animal. The data from the videos was
extracted using complex algorithms that they developed for this particular case.

In the architecture of “Agricultural cropland extent” [67], they developed a high
spatial resolution baseline cropland land area product from South Asia, using Landsat
satellite time series on Google. The problem they faced is that the satellite data is too
large to process, so they used the Google Earth Engine cloud computing platform for
image processing.

Finally, for the architecture of the application of the “machine learning Technique in
Forecasting Crop Disease” [72], they had to adapt the data used from DSS LANDS, used to
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support Sardinian farmers in making decisions, managing different big data to forecast
crop diseases, yield productivity and reduce the costs of farm operations. The authors
modified the regional meteorological variables they need to predict the risk of potato late
blight in southern Sardinia using a machine learning approach.

Table 13 summarizes the adaptations made on ML techniques that can be used in
Big Data architectures for agriculture. The type of adaptation indicates if it is in volume,
velocity, veracity, variety or value.

Table 13. ML adaptations for Big Data architectures in agriculture.

Ref. Heading Volume Velocity Veracity Variety Value
[48] Farmer’s decision making Vv Vv v Vv -
[55] Crops 4 Vv Vv - -
[57] Farmer’s decision making - - - Vv v
[58] Farmer’s decision making Vv - - - Vv
[59] Crops V v _ _ ~
[60] Animal’s Research - - - Vv Vv
[67] Crops Vv Vv v -

[72] Crops - - - Vv Vv

6. Discussion

The findings are discussed in various aspects, such as the technologies used and the
ML techniques considering the problems to be solved. On the other hand, it is important to
analyze the contributions of new technologies for agriculture, such as the recent Data Lake
and Business Intelligence.

6.1. Big Data and ML in Agriculture

Figures 17 and 18 show a graph representing an XY scatter diagram. The size of
each bubble is proportional to the number of papers that are in the pair of categories that
correspond to the coordinates in which the bubble is located.
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Figure 17. Agriculture types versus the types of problems encountered.
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Figure 18. ML techniques used versus the application domains.

Figure 17 presents the number of papers by agriculture heading versus the type of
problem it solves.

We found few papers describing the use of Big Data and ML for weeds, food availabil-
ity and security and biodiversity problems. Greater advances are observed in the Crops
area to solve production problems and diseases. ML and Big Data are being used to analyze
a large volume of historical data from sensors, satellite images, photos, climate studies and
data from expert farmers, using cloud tools. Quality and cost reduction of production seem
less important. These research topics are likely to increase in the coming years.

On the other hand, Figure 18 shows the number of papers by ML technique versus
application domains in agriculture. It is observed that the most used techniques are
Random Forest, Support Vector Machine and Neural Networks.

The main ML techniques used are explained in Section 5.1.8. On the other hand,
Figure 18 shows that ML has been used mainly for prediction.

6.2. Technologies Used in Big Data and ML Architectures for Agriculture

Figure 19 presents a cloud of concepts about the technologies used in Big Data and ML
architectures in agriculture. Technologies for data acquisition are used in data collection
systems for the environment, soil, plant data, animals; through sensors, satellite images
and videos. On the other hand, data from experts, data from other systems and the cloud
are collected.

Big Data enables remote sensing for land mapping to grow large-scale crops. That
is essential to monitor agricultural impacts in various countries and areas concerning
achieving their productivity and environmental sustainability goals, providing a basis
for the establishment of platforms for policymakers, helping in decision-making towards
the sustainability of physical ecosystems, quantitative analysis of the interaction between
plants and their environment, with high precision and accuracy. All of the aforementioned
is possible thanks to satellite image data and its availability in the cloud. On the other hand,
cloud technologies are suitable for the required analytics. That facilitates the development
of new Big Data architectures, which also include the proper use of ML.
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Figure 19. Cloud of Concepts of the Technologies used.

ML is used to do classifications and predictive analytics by finding the internal links
between data collected by processing the data into information and other resources. Fur-
thermore, it provides data support for new operations and performs multiple processing
techniques such as image processing, statistical analysis, simulation, prediction, early
warning and modeling.

Cloud Computing provides software services, hardware services, infrastructure ser-
vices and platform services for different Big Data agricultural applications. The cloud
platform offers farmers cheap data storage services such as images, text, videos and other
agricultural data, making it easier for businesses by reducing the cost of storage.

In terms of data visualization, the systems allow monitoring environmental conditions,
crop and plant growth, diseases, soil and location of the animals. On the other hand,
the visualization allows the control of different agricultural parameters such as pests
and fertilization.

6.3. A Framework of Technological Challenges for the Use of ML and Big Data in Agriculture

The adaptations of ML in Big Data for agriculture have been implemented to solve
problems of processing a volume of data and aspects of variety. The cloud largely solves
the problem thanks to the different applications and resources available (i.e., treatment of
satellite images and videos).

The speed of data ingestion is still a challenge considering data sources such as sensors,
drones, cameras and other systems. Regarding data processing, speed depends on factors
such as data volume and selected technologies. The cloud has technologies, such as Data
Lake, to process data and store it in different areas according to the level of processing or
detail. The use of these Data Lake is a challenge for developers since there are not enough
trained human resources for their implementation.

Data Lake is defined as “a large, heterogeneous, raw data storage system, powered by
multiple data sources and allowing users to explore, extract and analyze data” [81]. The
positive aspects of its users consider the improvement in data quality since it is provided
by a set of metadata; data control and traceability according to data governance policies;
the integration of data of all types and formats; the organization of data logically and
physically. Data Lake integrates with Big Data to store and control the data in its different
states, raw data, semi-processed and processed (value data), thus improving the speed of
processing in the analysis for ML.

Another technological challenge is data visualization since platforms and applications
for agriculture still have traditional designs. It is necessary to incorporate the use of
Business Intelligence tools and intelligent platforms, such as those of Microsoft, IBM
(Watson) and those of the cloud, to display data dynamically, allowing decision-makers
to manipulate data and reports according to the needs of the moment in real-time [82]. In
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the context of Big Data, traditional data visualization methods cannot meet the needs of
data visualization and analysis. How to handle this data and extract its potential value has
become increasingly important for competition and organizational development [83].

Figure 20 presents a framework with the technological challenges of the use of ML
and Big Data in agriculture.

User Domain
Farmers goa:tl?ogl
Decision makers rlaprd
Prediction

B'g Data Machine Learning
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Figure 20. A framework of Machine Learning and Big Data challenges in agriculture.

From the analyzed papers we find several challenges that must be solved to use ML
in Big Data in the area of agriculture. The main ones are the following;:

(a) Redundancy in the data: It is also known as data duplication and leads to inconsis-
tent data that can be detrimental to the ML based system. There are techniques to identify
duplicates in a given data set [84] but these traditional methods are not effective in the
case of Big Data. In the cases analyzed, we have found redundancy problems when using
various data sources, such as sensors, satellite images and expert judgment.

(b) Data discretization: is the process of translating quantitative data into qualitative
data that results in a non-overlapping division of continuous domain. In the case of
agriculture, the challenge remains to use adequate data visualization systems for this.
In most cases graphs of the data are shown and the profile of the users as farmers is
not considered.

(c) Data labeling: In this regard, data labeling tools have not been used to improve
understanding of the data obtained from data sources. This challenge is important so that
Big Data can be used with new technologies such as Data Lake.

(d) Privacy and data security: quality, which has always been a key issue in agricul-
tural management information systems but is more challenging with volume of real-time
data. On the other hand, data privacy and security have not been mentioned in the
analyzed papers.

(e) Interoperability due to the growing number of platforms and services: There is still
little concern about using standards and formats that allow the exchange of information, in
addition to interoperability.

(f) Bandwidth for data transmission: It is still a problem due to the increasing volume
of data [15].
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(g) Fault tolerance: It is still a challenge because data processing is done in batches,
faults are possible and the process or information must be recovered [15].

(h) Using ML tools in the cloud: Some papers describe the challenge of using ML
tools in the cloud. Some examples are: Microsoft Azure Machine Learning, now part of
Cortana Intelligence Suite [85]; Google Cloud ML Platform [86]; Amazon ML [87]; and IBM
Watson Analytics [88]. Because these services are backed by powerful cloud providers,
they offer not only scalability but also integration with other cloud platform services. With
Big Data, this results in high network traffic and can even become unfeasible due to time
or bandwidth requirements. Because these ML services are proprietary, information about
their underlying technologies is very limited [89].

7. Threats to Validity

There have been four kinds of threats to validity identified in this section [45].

7.1. Construct Validity

In SLR, threats to construct validity are relevant to the classification of selected stud-
ies [90]. The search keywords have been proposed and identified by one of the authors
and three terms related to Big Data and ML in agriculture have been used for the search
string. However, the list is not complete some alternative and additional terms may alter
the list of final selected works. A search string was performed using IEEE Xplore, Science
Direct, Springer, MDPI and Scopus. Based on search engine statistics, we have found most
of the research papers related to Big Data and ML in agriculture. To mitigate the risk of
losing essential and related publications, we have searched the related articles from state of
the art reports and surveys.

7.2. Internal Validity

This type of validity handles the extraction data analysis process, in which two authors
have identified the classification of the selected articles and the data extraction process,
while one author reviewed the final results [46]. Two research assistants collected the data
and then classified the papers. The value of the Kappa coefficient was 0.86, indicating
that there has been a reasonable level of agreement between the authors and significantly
reduces the threats of dissimilarity by showing a similar understanding of relevance.

7.3. External Validity

External validity is related to the generalizability of this study [46]. The results
of the SRL have been considered concerning the domain of Big Data and ML and the
validity of the results presented in this document refers only to the domain of agriculture.
The classification of the articles and the search string presented in this research can help
professionals as a starting point for agricultural research and the use of Big Data and ML.

7.4. Conclusion Validity

The threat of the validity of the conclusion is related to the identification of inappro-
priate relationships that can generate an incorrect conclusion. In the mapping study, a
conclusion validity threat refers to the different elements, such as incorrect data extraction
and missing studies. To lessen this threat, the data extraction and selection process has
been clearly defined in the previous paragraph on internal validity. Traceability between
the extracted data and the conclusion has been strengthened through the direct generation
of frequency diagrams and bubble diagrams generated from the data collected through the
application of statistical analysis [46].

8. Conclusions

This paper presented an SLR about the use of Big Data and ML in agriculture. The
RSL methodology was used to search and classify papers related to this topic. We included
papers that explained ML techniques and their adaptations for their use as part of the Big
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Data system. A total of 34 papers were selected, of which 8 detailed characteristics of the
system architecture.

A common assumption in ML is that algorithms can learn better with more data,
providing more accurate results [91]. However, massive data sets pose a set of challenges
because traditional algorithms were not designed to meet such requirements [24]. For
agriculture, the use of sensors and satellite images is becoming common, which generates
large volumes of data that are currently stored in the cloud. The use of Big Data and ML
has been possible thanks to the tools available in the cloud and the adaptations created
for ML.

ML and Big Data are becoming an active research area, so architecture design and
software system development plays a vital role. In the case of agriculture, Big Data
architectures working in conjunction with ML techniques have been proposed. These
proposals were adapted for use in the cloud, favoring the manipulation of large volumes of
data and fast processing. Then it is possible to affirm that the volume of data is no longer a
problem, not so the transmission of data for visualization and analysis in real-time.

There is still a challenge about processing speed due to little control of the data in its
different stages, raw data, semi-processed and processed (value data). Data Lake promises
to be the technology that allows managing traceability in a transparent and fast way for
the user.

On the other hand, visualizing information is a key challenge for data analysis. With
increasing amounts of data to be interpreted, using the correct visualizations is crucial to
understanding the underlying patterns and the results obtained by ML algorithms. Despite
its importance, defining the correct visualization remains a challenging task. System
users are seldom information visualization experts and perhaps they do not know the
most suitable visualization tools or patterns for their needs. Consequently, misinterpreted
graphs and incorrect results can be obtained, leading farmers to miss opportunities. The
new Business Intelligence tools can be a suitable solution for farmers to make more complex
decisions in real-time.

As future work, we plan to develop the ML and Big Data for an agriculture framework
in more detail and later implement it in a small smart-type project.
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