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Abstract: With the growing complexity of integrated circuits (ICs), more and more test items are
required in testing. However, the large number of invalid items (which narrowly pass the test)
continues to increase the test time and, consequently, test costs. Aiming to address the problems of
long test time and reduced test item efficiency, this paper presents a method which combines a fast
correlation-based filter (FCBF) and a weighted naive Bayesian model which can identify the most
effective items and make accurate quality predictions. Experimental results demonstrate that the
proposed method reduces test time by around 2.59% and leads to fewer test escapes compared with
the recently adopted test methods. The study shows that the proposed method can effectively reduce
the test cost without jeopardizing test quality excessively.

Keywords: integrated circuit test; cost reduction; adaptive test; naive Bayesian model; fast correlation-
based filter

1. Introduction

As the scaling of ICs (integrated circuits) continues, more advanced and complex
structures demand comprehensive tests [1]. This results in a significant increase in test
costs to ensure high test quality (fewer test escapes). According to the International Tech-
nology Roadmap for Semiconductors (ITRS), test cost is an important part of the overall
manufacturing cost [2]. Therefore, reducing cost without jeopardizing quality represents a
pressing concern.

To achieve an acceptable defect level for the manufactured chips, a large number of
test items are applied to measure current, voltage, and other parametric values [3]. A chip
is considered good only if it passes all items. By means of a large number of test items,
defective chips are weeded out. As defects become more complicated, more test items are
needed, thereby incurring increasing test costs [4].

The higher the number of test items, the higher the number of irrelevant or redundant
ones, thereby reducing the effectiveness of the test items [5]. Chips coming from the
same fabs, the same batch or the same flow may share similar defects [6]. Therefore, it is
unnecessary to use the full items for testing; the most appropriate method is to select a
subset of specification parameters to measure and achieve an acceptable defect level [7].

An adaptive test framework is now being advocated to replace the traditional testing
approach, and it provides a new strategy to reduce test costs [8]. In the adaptive test, each
circuit can be tested with a unique process, which may involve adjusting the test items;
that is, given a test suite, certain ineffective items are eliminated so as to reduce the testing
time [9,10].

Great effort has been expended on adaptive test methods that eliminate redundant
items to reduce test time. To identify the optimal subset, Xue et al. [11] analyzed and
selected each test one by one in a streaming fashion to save both time and memory. M.
Grady et al. [12] applied a greed algorithm to obtain an optimal subset from the observation
of samples. Wang et al. [13] built a cost model to select patterns dynamically to optimize
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the test cost. Agrawal et al. [14] proposed a similar cost model based on a genetic algorithm
to minimize the test set. The above approaches focused on selecting the optimal test
set, but they did not consider the correction between tests, which limits the reduction in
cost. To address this issue, Ahmadi et al. [9] proposed a method to dynamically select
whether to subject a wafer to a complete or a reduced test set based on an e-test signature.
Xin Li et al. [15] proposed an iterative test selection method with Bayesian index for test
cost reduction. The above approaches attempt to make a prediction considering the trade-
off between test time and test quality. However, they only consider a linear correlation
between tests and they lack preprocessing, and the accuracy of the prediction model still
requires improvement. Chakrabarty et al. [4] proposed a fine-grained adaptive test method
based on machine learning to make quality predictions. Shambhu et al. [16] adaptively
assigned the cores in parallel to the test access mechanisms with variable widths. However,
it is difficult to build a model for the above approaches and some implementations even
need additional hardware overhead. Therefore, they cannot address the problem of broader
applicability and generality.

As demonstrated, most of the aforementioned methods fail to sufficiently consider
the correction and characteristics of the items when trying to minimize test cost. They
do not adequately consider the test quality and there has been relatively little research
on identifying effective test item methods by means of mathematical models without
jeopardizing test quality excessively.

In this work, we proposed an adaptive test method which combines a fast correlation-
based filter (FCBF) and the weighted naive Bayesian model to reduce test costs. Figure 1
shows the entire adaptive test flow. First, a complete test was applied to the randomly
selected sample chips. Based on the test outcomes, the proposed method obtains an optimal
subset and prediction model to achieve a significant test time reduction without excessively
sacrificing test escape.
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The main contributions of the paper are as follows:

1. Test data of chips are preprocessed based on the characteristics of items to improve
prediction accuracy;

2. FCBF identifies effective test items so as to reduce test cost, and a weighted naive
Bayes model is trained to predict the quality of chips based on the outcomes of
selected ones;

3. The quality of each chip is used to select an appropriate test set for chips with
comparable quality.

The rest of the paper is structured as follows. In Section 2, the background and
strategy are shown. In Section 3, the proposed method is presented in detail. Section 4
shows experimental outcomes, and the conclusions are presented in Section 5.
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2. Background
2.1. Adaptive Test for Parametric Test

In general, each chip is subjected to two types of tests: parametric tests and functional
tests. Parametric tests include DC (Direct Current) and AC (Alternating Current) parametric
tests to measure different values [17]. Upper and lower bounds of each test item are
provided with test specification. A chip passes a test item if the outcome is within the
acceptable range. In the traditional tests, these parametric results are only used to determine
whether the chips pass or fail, and the analysis of them is ignored [18].

In an adaptive test, the test content, test order and pass/fail limits are not fixed, as in
conventional tests, but depend on the test results of the currently or historically tested data.
In the extreme, each wafer or die can be tested using a unique test process [19]. In this way,
significant test time savings and test quality improvements can be achieved [20].

2.2. Naive Bayesian Model

The naive Bayesian model comes from classical mathematical theory and has stable
classification efficiency. It works based on Bayesian rules and probability theorems [21].
Let ( f1, · · · fn) represent n features and c represent the class label. In order to predict the
class label, the probability that the target belongs to class c is computed according to the
features. The probability can be obtained as Equation (1):

P(c|( f1, · · · fn)) =
p(c)∏n

i=1 p( fi|c)
∏n

i=1 p( fi)
(1)

Through the naive Bayesian model, the probability that a chip will “pass” can be
obtained. It will be used as the quality prediction result in the following. Chips will be
dealt with according to the prediction.

This model is adopted here because it is not overly sensitive to missing data and
the algorithm is relatively simple, which means that it is easier to implement during the
test. However, the performance of the naive Bayesian model is always limited by the
mathematical assumption of the model that each feature is independent. As mentioned
before, it is common that items share some corrections. Test selection is necessary here
because it incurs a test cost reduction and improves the accuracy of prediction [22]. Accurate
prediction allows us to remove more items and helps to identify potential defective chips.
The FCBF which is proposed in [23] is also incorporated in order to solve the problem.

3. Proposed Testing Method

The entire adaptive test flow includes a training phase and test phase. The training
consists of three stages: (1) data sampling and preprocessing; (2) application of test selection
algorithm to obtain optimal subsets; (3) training of the naive Bayesian model to obtain the
prediction model.

For the test chips, the test phase is shown in Figure 2. A chip is tested with the selected
items at first. Once it passes all selected ones, the prediction model is used to make a
quality prediction. The goal of the prediction is to identify suspicious items that can pass
all selected tests but behave differently. In order to guarantee the quality of the test, a
higher threshold is set in order to enable stringent judgments. Once a chip is judged as a
suspicious one, the items removed by the selection algorithm will be applied to conduct a
further check.
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3.1. Data Preprocessing

In order to realize the selection and prediction flow, the samples need to be processed
before learning. There are two existing problems here: (1) missing data; (2) imbalanced
original data. These factors mean that even adding or deleting a small amount may lead to
significant changes in classification.

Test data may be missing because a test item is performed only if all previous items
pass the specifications according to the stop-at-first-fail strategy of Automatic Test Equip-
ment (ATE). In addition, results may be lost if the database is corrupted. Missing data
will be handled as follows: items will be removed from the training set if more than 10%
are missing. Otherwise, the missing parts are filled with the median of the available data
associated with the nearest 100 results of the same item. With the nearest results, the filled
value will be closer to the originally expected value because of the process shift.

The imbalanced data exist because, in general, most chips will pass all test items, and
analytical methods cannot perform as well as hoped in the face of imbalanced data. An
oversample of the failing data is taken in order to change this. Adaptive synthetic sampling
(ADASYN) is adopted here to obtain more failing data. ADASYN is one of the SMOTE
(Synthetic Minority Oversampling Technique) variants. SMOTE generates new examples
along the line between the failing ones and their selected nearest points, and the number
of new examples generated by each minority class is the same. The ADASYN algorithm
introduces a criterion to automatically determine the number of synthetic samples that
need to be generated for each minority data example [24]. New points will be added to the
training set to obtain balanced data.

After the processing, the result of pass/fail is collected as the target class label c, and
the result of item i will be trained as feature f1 in the following learning process.

3.2. Test Selection Algorithm

The goal of selection is to obtain a subset of items to reduce the test cost while
maintaining the test quality and prediction accuracy. A test item is selected if it is relevant
to the class but not redundant for any other relevant items [25]. It is a multivariate feature
selection method which uses symmetrical uncertainty (SU) to calculate dependencies to
select the optimal subset. The algorithm consists of two steps. It calculates corrections
between the target class and each feature to remove irrelevant features first. Then, an
iteration is taken to reduce redundancy. During the selection, the cost of each item is also
taken into account to obtain a better cost reduction.

The symmetrical uncertainty (SU) is used to estimate the correction between two
variables. The SU is a normalized information theoretic measure and uses entropy and
conditional entropy values to calculate dependencies. The entropy and conditional entropy
need to be calculated first.

If X is a random variable and P(X) is the probability of x, the entropy which represents
the uncertainty of X is:

H(X) = −∑
i

P(xi) log2 P(xi) (2)
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Given another random variable Y, the conditional entropy H(X|Y) measures the
uncertainty of the value of X given the value Y and is defined as:

H(X|Y) = −∑
j

P
(
yj
)
∑

i
P(xi|yi) log2 P

(
xiyj

)
(3)

Then, SU can be calculated:

SU(X, Y) = 2
[

H(X)− H(X|Y)
H(X) + H(Y)

]
(4)

where H(X)− H(X|Y) indicates the information gain of X for Y, which represents the
reduction in the uncertainty of X while Y is determined. An SU value of 1 indicates that the
two variables can totally predict each other and a value of 0 indicates that the two variables
are totally independent. The SU values are symmetric for both features.

First, the SU( fi, c) is calculated between each feature and class. The effectiveness of
each feature is obtained, and a threshold δ is set in order to filter out inefficient ones. The
time spent on each item is significantly different, and it is necessary to take this into account.
The time spent on fi is normalized to ti. Using SU, the relevance between feature fi and
class c can be quantitatively compared. Combining this with ti, the effective features can
be screened out.

Then, the algorithm will calculate the minimum redundancy among the features to
make the subset smaller. The features are reordered according to SU( fi, c)/ti. Starting from
the first feature f1, for each following feature, its correction is compared with the f1 with
its correction with class c. If SU( fi, f1) ≥ SU( fi, c), the feature is redundant and can be
removed. After f1 comparison ends, f2 continues. The iteration continues until the last one
and the subset of retained features is decided.

3.3. Naive Bayesian Quality Prediction

After the selection, test cost is reduced and the correction of items is decreased so
that the naive Bayesian model can perform better. It is a common assumption that the
parametric test data obey Gaussian distribution. Thus, the p( fi|c) used in Equation (1) is
rewritten as follows to replace the origin statistical value:

p( fi|c) =
1√

2πσ2
c,i

exp
(−

( fi−µc,i)
2

2σ2
c,i

)

(5)

Although all items passed the screening, their ability to detect potential defects was
not consistent and it was necessary to calculate their weights. In order to evaluate the
capability of detecting potential failed chips, the CPK is calculated as the metric. It is defined
as in Equation (6):

CPK = min
{

USL− µ

3σ
,

µ− LSL
3σ

}
(6)

where USL and LSL denote the upper and lower specification limits of each item. The lower
CPK is, the higher probability of detecting potential failed chips [4]. Normalizing 1/CPK,i
to w(i) as the weight, Equation (1) becomes Equation (7):

P(c|( f1, · · · fn)) =
p(c)∏n

i=1 p( fi|c)w(i)
∏n

i=1 p( fi)
(7)

In order to make a string judgement, the threshold is adjusted. If the quality of a chip
is lower than the threshold, it is suspicious. Through quality prediction, suspicious chips
are identified and test quality is guaranteed.
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4. Experimental Results

In the experiment, we employ the actual production data of a specific IC to evaluate the
proposed method. It contains five wafers, each of which contains approximately 35,000 dies.
In order to check the accuracy of the prediction, we consider a bad situation and choose the
data coming from the batch where the faulty chips constitute around 12–14%. The standard
test sets consist of 49 test items, where the connection test, DC test and power management
unit test are covered. In wafer 1, 30% dies are collected as the training data. Then, the rest
of the dies are tested with the selected subsets to validate the effectiveness, and the other
wafers are used to check whether the learning result is stable. The experiment adopted
Python 3.7 and skfeature, scikit-learn library. The random seed selection is 0.

After the preprocessing, the selection algorithm is used to obtain the subset items.
SU( fi, c) is calculated first. Figure 3 shows the result of SU( fi, c). The threshold of SU( fi, c)
is set as 0.18, and finally, 23 items are kept.
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Figure 3. The distribution of SU( fi, c).

4.1. Performance of Quality Prediction

To make a comparison with other methods, threshold values need to be compared
and decided first. A range of 0.6 to 1.0 was selected with steps of 0.05 to calculate the test
escape (when faulty chips are undetected) and test time reduction (TTR).

The results of the different threshold values are shown in Figure 4. The turning point
is between 0.75 and 0.8, and we choose 0.75 here because it achieved better TTR and nearly
the same test escape compared with 0.8.
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To evaluate the performance of quality prediction, we examine the percentage of
failed chips in the two groups. Table 1 shows the comparison with various percentages of
chips that are randomly selected as sample chips in threshold 0.75. All the experiments are
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repeated five times by randomly selecting a different set of sample chips each time; the
results shown in the table are the average values over these five experiments.

Table 1. Performance of quality prediction.

Percentage of Sample Chips 5% 10% 20% 30% 40%

Percentage of failed chips in “pass” 1.41% 1.26% 0.83% 0.26% 0.21%
Percentage of failed chips in “suspicious” 16.56% 18.43% 21.96% 23.75% 24.95%

The result improves with the increasing percentage of sample chips. This also indicates
that threshold is a valuable metric that helps us in partitioning the chips into two groups,
and we will apply it to the entire flow in future analyses.

We choose 30% as the sample rate in the following experiment and derive the distribu-
tion of quality prediction to show the relationship between quality and the pass/fail status
of chips.

As shown in Figure 5, the distribution shows that the failed and passed chips can
be distinguished well through the prediction result. We also choose one test item to test
10,000 chips to analyze the relationship, and the result is shown in Figure 6. The values of
items are all within the original limits. If the prediction is made through just one item, the
upper and the lower bounds’ limits will be the line in the figure where the misclassification
rate is approximately 14.4%.
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Selecting those misclassified chips in Figure 5 for research, we find that they are
mainly caused by some random defects. For these, the performance of the classification
algorithm is limited unless a higher computational cost is paid. The outlier detection
algorithm performs better in this regard [1], and better results may be obtained through
weighted combination.

4.2. Comparison with Other Adaptive Test Methods

In order to evaluate the reduction in test cost and the effect on the test quality of the
proposed method, the proposed method is compared with other adaptive methods here.
The test result of wafer 1 is used for the comparison, and the traditional method is set as
the baseline to measure the test escapes and TTR. Table 1 shows the TTR and test escapes
of the proposed method and the other methods.

From Table 2, it is clear that the proposed method achieved a time saving of 61.72%
but led to 28 test escapes compared with the traditional method, and these results are better
than those of the other methods. The average items of [24] are close to the proposed one.
However, the lack of consideration of test time during selection caused a significant differ-
ence in TTR. In [18], a similar TTR value with the proposed method is shown; nevertheless,
there are more test escapes because it ignores the further analysis after selection.

Table 2. Comparison with other methods.

Average Time (ms) Average Items TTR Test Escapes

Traditional Method 1385 49 0.00% 0
Proposed Method 530.17 24 61.72% 14

Ref [11] 620.22 32 55.22% 28
Ref [19] 746.38 27 46.11% 15
Ref [15] 566.05 26 59.13% 26

Although the proposed method achieved the fewest escapes, this value still appears
to be slightly higher than normal in terms of DPPM (Defect part per million). A higher rate
of faulty chips brings more random defects, which makes the prediction more difficult, and
we can achieve more accurate prediction in normal situations.

4.3. Further Comparison of Test Quality

To further compare the test quality, different proportions of items are used. The
resampling was repeated five times to obtain the average value of the test escape rate.

Figure 7 shows the test escape rate while proportion ranged from 0 to 100%. The result
clearly shows that a larger number of test items results in fewer test escapes. The proposed
method achieved the smallest test escape rate compared with the other methods before the
proportion reached 60%. After this, all methods achieved a low escape rate. The adaptive
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flow presented in [24] achieved similar performance in terms of quality as the proposed
method. However, it sacrificed much more time than the other methods.
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Figure 7. Test escape comparison.

The goal of the adaptive test is to identify the trade-off between test time and test
escape according to the requirements. Figure 8 shows the test time needed compared with
traditional methods and the test escape rate based on different proportions of test items.
Because of the machine learning, the test escape can remain low even when a small number
of tests are applied. In the experiment, around 40% items were retained where test escape
rate was limited and test time was reduced.

Electronics 2021, 10, x FOR PEER REVIEW 9 of 11 
 

 

before the proportion reached 60%. After this, all methods achieved a low escape rate. The 
adaptive flow presented in [24] achieved similar performance in terms of quality as the 
proposed method. However, it sacrificed much more time than the other methods. 

 
Figure 7. Test escape comparison. 

The goal of the adaptive test is to identify the trade-off between test time and test 
escape according to the requirements. Figure 8 shows the test time needed compared with 
traditional methods and the test escape rate based on different proportions of test items. 
Because of the machine learning, the test escape can remain low even when a small num-
ber of tests are applied. In the experiment, around 40% items were retained where test 
escape rate was limited and test time was reduced. 

 
Figure 8. The result in different reserved proportions. 

4.4. Comparison of Different Wafers 
To check whether the effect of the proposed method can be kept constant, we apply 

the test flow to the rest of the wafers. Because of the process shift, the effectiveness of 
selected items and the accuracy of the prediction model may decrease. The comparison 
results when the proportion of test was around 50% are listed in Table 3. 

Table 3. Results when using different wafers. 

0.0 0.2 0.4 0.6 0.8 1.0
0

5

10

15

20

25

30

35

40

pe
rc

en
ta

ge
 o

f t
es

t e
sc

ap
e 

(%
)

Proportion of reserved test items

 Proposed Method
 Bayesian Method[15]
 Coverage Based[11]
 Adaptive flow [19]

0

20

40

60

80

100

120

0

20

40

60

80

100

120

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Te
st 

Es
ca

pe
 R

at
e(

%
) 

Te
st 

Ti
m

e 
Re

du
ct

io
n 

(%
)

Proportion of Reserved Tests

Test Time Reduction Test Escape

Figure 8. The result in different reserved proportions.

4.4. Comparison of Different Wafers

To check whether the effect of the proposed method can be kept constant, we apply
the test flow to the rest of the wafers. Because of the process shift, the effectiveness of
selected items and the accuracy of the prediction model may decrease. The comparison
results when the proportion of test was around 50% are listed in Table 3.
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Table 3. Results when using different wafers.

Wafer 1 Wafer 2 Wafer 3 Wafer 4 Wafer 5

Proposed Method TTR 61.72% 59.30% 62.52% 62.31% 58.10%
Test Escape Rate 0.27% 0.56% 0.49% 0.72% 0.84%

Ref 2015 [11]
TTR 57.22% 55.72% 59.34% 58.66% 51.97%

Test Escape Rate 0.60% 1.16% 1.47% 2.36% 2.98%

Ref 2018 [19]
TTR 46.11% 38.40% 27.51% 19.82% 17.39%

Test Escape Rate 0.29% 0.60% 0.44% 0.38% 0.29%

Ref 2019 [15]
TTR 59.13% 58.43% 58.97% 58.30% 57.28%

Test Escape Rate 0.51% 1.05% 1.11% 1.61% 1.99%

Table 3 shows the results of TTR and test escape rate in five different wafers with the
proposed method and the other adaptive test methods. Because wafers are tested with the
same items, the TTR demonstrates no great change, and the proposed method performs
best. The TTR of [24] decreases clearly because it keeps adding items to its selected subset
to ensure the test quality.

We can also see that the test escape rate in different wafers appears to show an upward
trend, except in [24]. It achieved high test quality by using much more time. Compared
with the other two methods, the proposed one yielded the fewest test escapes. The results
show that the proposed method achieves the best compromise between test escape and
test time.

Overall, the results of the five wafers show a downward trend because the prediction
model cannot follow the changing process. If the parameters of the model can be updated
promptly, the accuracy can be improved significantly. However, this method is limited
by the online computation overhead. The research in this part focuses on how to design
the pipelined test methodology [6,26] of ATE and develop efficient incremental learning
methods [27,28]. This is an issue worth studying in future work.

5. Conclusions

The work of the paper focuses on the test cost reduction that can be achieved through
identifying the most effective test items and making quality predictions. It only applies
the test items with higher effectiveness and the comparison shows that the proposed idea
significantly reduces the test time without increasing the defect level obviously. In addition,
the selection method can be computed and updated rapidly according to the statistical data.
However, when it comes to actual application, the implementation of machine learning
algorithms requires extra time and expertise. The costs and risk associated with the method
cannot be ignored. In the future, we will try to apply the method to actual industrial tests to
conduct further research. At the same time, we will address the problem of making use of
online data, which can update the model in real time to improve the accuracy of prediction.
Existing methods in this regard are too computationally expensive to be applied, and this
is a problem that we will try to resolve in the future.
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