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Abstract: Modulation categorization, which is a significant duty performed by smart receivers, is
critical for applications in both the military and civilian sectors. This research topic has been in-
tensively investigated for single-hop wireless communications. However, there are a few studies
that concentrate on multiple hop communications systems. In this paper, we design a novel au-
tonomous modulation categorization technique for amplify-and-forward relaying systems. Analytical
formulations of correlation functions used as the foundation of the proposed method are developed.
By exploiting the spatial redundancy, we theoretically demonstrate that a set of modulation forms
produces peaks for particular correlation functions whereas the other set does not. We design a
multiple-level hypothesis assessment for judgment based on this property. The suggested approach
has the benefit of not requiring channel coefficients or noise power information. Computer sim-
ulations are conducted to test the proposed method’s categorization performance. The findings
demonstrate that the suggested method produces appropriate results under various operating situa-
tions. The suggested approach reaches an accuracy of about one hundred percent when the SNR is
10 dB or higher. On the other hand, the traditional algorithms fail to provide acceptable performance
even at high SNR.

Keywords: modulation categorization; relaying diversity; adaptive transmissions

1. Introduction

Autonomous modulation categorization (AMC) is a signal processing tool that smart
receivers employ to recognize the modulation forms of the signals they have received. This
is necessary to guarantee that the received signals are demodulated correctly and that the
broadcast data are accurately retrieved. This technology is deployed in a wide range of
defense, government, and commercial applications [1–3].

The usage of AMC in military situations was the impetus for its creation where
electronic warfare and threat analysis need the detection of the modulation form of a
received signal to distinguish opponent transmitters, generate jamming signals, and recover
the intercepted signal. In contemporary civilian applications, the transmitter may use a
wide variety of modulation forms to regulate the data rate and the bandwidth utilization
while maintaining a particular level of quality of service. The pool of modulation forms
is known to both the sending and receiving nodes. However, the modulation form that is
dynamically adjusted at the transmitter to accommodate channel circumstances may be
unspecified to the receiver. As a result, there must be some kind of AMC mechanism at the
receiving terminal in place to make sure that the received message is securely demodulated.
This concept has recently been incorporated in several wireless commercial standards
such as cellular devices, wireless local area networks, and microwave communication
systems [4]. AMC is also adopted by government authorities for spectrum monitoring
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in order to assure adherence to spectrum control standards. This guarantees that vital
agencies such as security forces, fire departments, air navigation, and the military have
access to reliable communications that are not hampered by outside influences.

Meanwhile, relaying diversity wireless communications have garnered considerable
interest in academic and industrial sectors owing to their favorable performance features
such as link reliability, system capacity, and transmission range, as well as the ease of
implementation that they provide [5–7]. There are typically two rounds in a relaying
transmission system. In the first round, the relay and destination receive data from the
source. During the following round, the source is idle while the relay conveys the source’s
information to the destination. Simply, the relay link serves as a supplementary link o the
main link that connects the source and destination. The processing of the message delivered
from the originating node by the relay is a crucial component of the relaying diversity
mechanism. Various processing strategies result in various relaying diversity protocols such
as amplify-and-forward (AF), mixed-and-forward, compress-and-forward, and decode-
and-forward [8,9]. AF is a straightforward technique, which utilizes a non-regenerative
relay to transfer a scaled version of the incoming signal to the eventual destination.

This work addresses the AMC challenge in AF diversity systems. What follows is an
outline of the remainder of the paper. Works that are relevant to this topic are explored in
Section 2. The system model is discussed in Section 3. The correlation functions for various
modulation types as well as the algorithm under consideration are covered in Sections 4
and 5. The simulations outcomes are presented in Section 6. The concluding findings are
made in Section 7.

2. Related Works

One of the most widely used modulation categorization approaches is called likelihood-
based, while the other is called feature-based [10–12]. The information necessary of the
former approach is included in the probability density function of the sensed signal, con-
ditioned on an embedded modulation scheme. Three likelihood technique variants are
conceivable, depending on the model used for the unknown parameters such as syn-
chronization and channel coefficients: average likelihood ratio test (ALRT), generalized
likelihood ratio test (GLRT), and hybrid likelihood ratio test (HLRT) [13]. As a general rule,
likelihood ratio tests fail to perform successfully when the received signal is influenced by
transmission defects such as frequency and timing offsets [14]. To counteract this weakness,
the latter class of feature-based techniques utilizes signal properties such as cyclostationary,
signal statistics, wavelet transform, spectral features, and, zero-crossings to differentiate
between the various modulation forms [15].

Substantial developments have been accomplished on AMC across a variety of single-
hop transmissions, including single-input single-output, multiple antennas, single-carrier
and multicarrier, as well as uncoded and coded wireless systems. The strengths and
effectiveness of relaying diversity (multi-hop) transmissions, on the one side, and the
relevance of AMC, on the other side, provide a very hot research topic. However, the
problem of AMC for relaying systems remains comparatively unexplored. The reason is
that the existence of two unknown wireless channels between the source and destination
makes it difficult to execute AMC over relay transmissions. Recently, [16,17] have proposed
two AMC algorithms over decode-and-forward two-path relaying systems. The primary
distinction between our study and the methods described in [16,17] is illustrated Table 1.
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Table 1. Comparative analysis of our study and existing works.

Proposed Method Method in [16] Method in [17]

Number of relays 1 2 2

Relaying type Amplify-and-forward Decode-and-forward Decode-and-forward

Cooperation type Single path Two paths Two paths

Mode of operation Blind Blind Data aided

Channel estimation Not required Required Required

Packet size Not required Required Required

A summary of the most important contributions of this research is provided in
the following.

• This is the first research of its sort in the literature to provide an AMC method for
amplify-and-forward (AF) relaying systems.

• The underlying structure of the received signals is utilized to mathematically create a
family of correlation functions. Each one of these functions reveals spikes for a certain
set of modulation schemes, but it shows nothing for other modulation schemes.

• In consideration of the aforementioned discovery attribute, a revolutionary judgment
test that is predicated on the concept of a false alarm is designed.

• The proposed method has a variety of benefits, one of which is that it does not call for
the channel state information or the noise power to be known.

• The proposed method can discriminate between any number of modulation schemes
as long as there exist correlation functions that indicate spikes for some schemes and
null for others.

3. System Model

Source S, relay R, and destination D are the three nodes of the two-hop relaying system
shown in Figure 1. There is one antenna element on each node, and the relay functions in a
half-duplex manner. The terminals R and D have the same additive white Gaussian noise
(AWGN) variance of σ2

n . It is assumed that each connection has a flat-frequency response,
and the channel coefficient between nodes α and β is represented by the symbol hαβ where
α ∈ {S, R} and β ∈ {R, D}. The signal that comes via the S− D link is not minor at all;
nonetheless, it is used as an additional channel in order to improve the system performance.
There are a number of B bits included in each frame of transmission. The transmission is
broken up into two time slots.

First time slot
The modulator of the source converts each successive m bits into a specific symbol

d(n) belonging to the |Ω|-point constellation Ω, where n is the symbol index. The modula-
tor’s output is expressed by a frame of N data symbols, d = [d(0), · · · , d(N − 1)], where
N = B/m. The assigned modulation form Ω is carefully picked from a list of established
options to ensure compatibility with the link’s specifications. The relay and the destination
nodes receive the source’s frame through S− R and S− D links, respectively. Mathemati-
cally, we formulate the nth received signals at the relay, yR(n), and the destination, y(1)D (n),
respectively, as

yR(n) = hSRd(n) + wR(n), (1)

and
y(1)D (n) = hSDd(n) + w(1)

D (n), (2)

where wR(n) and w(1)
D (n) represent AWGN components at the relay and the destination,

respectively, and n = 0, 1, · · · , N.



Electronics 2022, 11, 1899 4 of 18

Second time slot
The relay magnifies the incoming signal and sends it on to the destination node.

The received signal at the destination node is expressed as

y(2)D (n) = AhRDyR(n) + w(2)
D (n), (3)

where A is the amplification factor, and it is given as [9]

A =
1√

|hSR|2 + σ2
n

.

As a result, the relay’s output power remains the same as the source’soutput power.
Using (1) into (3), we re-write y(2)D (n) as

y(2)D (n) = AhRDhSRd(n) + AhRDwR(n) + w(2)
D (n). (4)

The purpose of this study is to create a strategy for identifying the assigned modulation
form Ω by making use of characteristics retrieved from the signals y(1)D (n) and y(2)D (n),
n = 0, · · · , N − 1, that were received in two time slots.

S D

R First time slot

Second time slot

hSD

hRDhSR

Figure 1. Relaying system including source S, relay R, and destination D nodes.

4. Statistical Properties of the Received Signal

The statistical aspects of received signals are examined in this section with the goal of
discovering features that may be leveraged to categorize the modulation form used in the
transmission. Throughout the exploration, we are going to assume the following.

• There is no correlation between d(n1) and d(n2):

E[d(n1)d(n2)] =

{
δ(n1 − n2) for Ω = BPSK
0 Otherwise,

(5)

where E[·] is the statistical expectation of a random variable, δ(·) is the Kronecker delta
function, and BPSK denotes to a binary phase shift keying constellation. Furthermore,

E[d(n1)d(n2)] = δ(n1 − n2), (6)

for all possible values of Ω belong to the constellation options of M−PSK and
M−QAM. Here * indicates the complex conjugate operator and M is the modula-
tion order. Here, without loss of generality, we assume that the signal power is one.
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• The data symbols are uncorrelated with the noise samples:

E[d(n1)wR(n2)] = E[d(n1)w∗R(n2)] = 0,

E[d(n1)wD(n2)] = E[d(n1)w∗D(n2)] = 0. (7)

• The noise samples are uncorrelated with each other:

E
[
wR(n1)w

(1)
D (n2)

]
= E

[
wR(n1)w

(2)
D (n2)

]
= 0,

E
[
wR(n1)w

(1)∗
D (n2)

]
= E

[
wR(n1)w

(2)∗
D (n2)

]
= 0,

E
[
w(1)

D (n1)w
(2)
D (n2)

]
= 0,

E
[
w(1)

D (n1)w
(2)∗
D (n2)

]
= E

[
w(1)

D (n1)w
(2)∗
D (n2)

]
= 0. (8)

• The channel coefficients are unknown random variables.

We describe the following correlation functions:

U1(n1, n2) = E
[
y(1)D (n1)y

(2)
D (n2)

]
, (9a)

U2(n1, n2) = E
[

y(1)D (n1)
(

y(2)D (n2)
)3
]

, (9b)

U3(n1, n2) = E
[

y(1)D (n1)
(

y(2)D (n2)
)7
]

, (9c)

and

U4(n1, n2) = E
[(

y(1)D (n1)
)4(

y(2)∗D (n2)
)2
]

. (9d)

After a straightforward computations based on the aforementioned assumptions and prior
correlation functions, we write

U1(n1, n2) =


AhSRhRDhSDδ(n1 − n2) for Ω = BPSK

0 otherwise,
(10a)

U2(n1, n2) =



A3h3
SRh3

RDhSDδ(n1 − n2) for Ω = BPSK,QPSK,

−0.68A3h3
SRh3

RDhSDδ(n1 − n2) for Ω = 16-QAM,

−0.619A3h3
SRh3

RDhSDδ(n1 − n2) for Ω = 64-QAM,

0 for Ω = 8−PSK, 16-PSK,

(10b)

U3(n1, n2) =



A7h7
SRh7

RDhSDδ(n1 − n2) for Ω = BPSK,QPSK,8-PSK

2.2A7h7
SRh7

RDhSDδ(n1 − n2) for Ω = 16-QAM,

1.91A7h7
SRh7

RDhSDδ(n1 − n2) for Ω = 64-QAM,

0 for Ω = 16-PSK,

(10c)

and

U4(n1, n2) =


A2(h∗SRh∗RD

)2h4
SDδ(n1 − n2) for Ω = BPSK,QPSK,

0 for Ω = 8-PSK,16-PSK,16-QAM, 64-QAM.
(10d)
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Snapshots of correlation functions magnitudes for various modulation forms are
shown in Figures 2–5 at a signal-to-noise (SNR) ratio of 20 dB and a number of symbol per
frame of 5000. The channel parameters are specified as provided in Section 6. These findings
are in agreement with the theoretical conclusions drawn earlier. In practice, the limited
observation window causes nonzero peaks to occur at places where zeros should exist.
However, these are statistically negligible over a long observation period.
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Figure 2. The magnitude of the first correlation function at the modulation forms of BPSK and QPSK.

0

10

20

30

0

10

20

30

0

0.2

0.4

0.6

0.8

1

n
1

n
2

|U
2
( 

n
1
, 
n

2
 )

|

0

10

20

30

0

10

20

30

0

0.2

0.4

0.6

0.8

1

n
1

n
2

|U
2
( 

n
1
, 

n
2
 )

|

Ω = 16-QAM
Ω = 16-PSK

Figure 3. The magnitude of the second correlation function at the modulation forms of 16-QAM and
16-PSK.



Electronics 2022, 11, 1899 7 of 18

0

10

20

30

0

10

20

30

0

0.1

0.2

0.3

0.4

0.5

n
1

n
2

|U
3
( 

n
1
, 

n
2
 )

|
0

10

20

30

0

10

20

30

0

0.1

0.2

0.3

0.4

0.5

n
1

n
2

|U
3
( 

n
1
, 

n
2
 )

|

Ω = 8-PSK
Ω = 16-PSK

Figure 4. The magnitude of the third correlation function at the modulation forms of 8-PSK and
16-PSK.

0

10

20

30

0

10

20

30

0

0.1

0.2

0.3

0.4

0.5

n
1

n
2

|U
4
( 

n
1
, 

n
2
 )

|

0

10

20

30

0

10

20

30

0

0.1

0.2

0.3

0.4

0.5

n
1

n
2

|U
4
( 

n
1
, 

n
2
 )

|

Ω = QPSK
Ω = 64-QAM
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5. Proposed Algorithm

As previously stated, the peaks of the specified correlation functions vary depending
on the used modulation forms. We use this property in a binary decision tree approach to
perform modulation categorization. Here, we propose a new peak identification technique
that may be employed at each branch node in the graph. We define the method in a generic
form in order to be consistent with any correlation function. The estimated value of a
correlation function, denoted by the symbol G, is equal to

Ĝ =
1
N

N−1

∑
n=0

f
(

y(1)D (n), y(2)D (n)
)

, (11)
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where

f
(

y(1)D (n), y(2)D (n)
)
=



y(1)D (n)y(2)D (n) if G = U1(n, n)

y(1)D (n)
(

y(2)D (n)
)3

if G = U2(n, n)

y(1)D (n)
(

y(2)D (n)
)7

if G = U3(n, n)(
y(1)D (n)

)4(
y(2)∗D (n)

)2
if G = U4(n, n).

(12)

Note that in (11) and (12), we estimate the average value of the correlation function
under consideration at n1 = n2 = n. This value reflects P + ε for certain modulation
types and ε for others with P representing the corresponding peak value and ε being the
estimation error, which includes the contribution of channel noise as well as estimation
imperfection due to using a limited number of samples. There are two possible hypotheses
to be examined:

H0 : Ĝ = ε,

H1 : Ĝ = P + ε, (13)

where hypothesesH1 andH0 refer to whether or not there was a peak. An optimum peak
detector must have access to information about the channels that are not known. An method
built on the false alarm rate notion is proposed to compensate for this information gap.
Given hypothesisH0 and supposing that ε is a Gaussian random variable with zero-mean
and variance 2σ2, it implies that |Ĝ| = |ε| is a Rayleigh random variable, with mean
(πσ2)/2 and cumulative distribution function (CDF) provided by

C(z) = 1− exp
(
−z2/2σ2

)
, z ≥ 0. (14)

The core notion of the algorithm is to define a threshold φ, and the peak is reported existent
if |Ĝ| ≥ φ; otherwise, there is not a peak. Our goal is to attain a certain degree of false
alarm probability

(
Pf

)
, which is defined as the chance of falsely reporting the existence of

peak. As a result, one may compose

Pf = Pr
(
Ĝ| ≥ φ|H0

)
= 1 − C(φ). (15)

By inserting (14) into (15), we can get

φ =
√

2σ2 ln
1
Pf

. (16)

It is evident from (16) that in order to compute φ, one has to know the value of σ2. We
predict σ2 by processing the samples of y(1)D (n) and y(2)D (n) as

L =

∣∣∣∣∣∣∣∣∣∣∣
1

N(N − 1)

N−1

∑
n1, n2 = 0,

n1 6= n2

f
(

y(1)D (n1), y(2)D (n2)
)
∣∣∣∣∣∣∣∣∣∣∣
, (17)

where f
(

y(1)D (n), y(2)D (n)
)

is described in (12). Given that L is a Rayleigh random variable

with a mean of σ
√

π/2, the predicted value σ2 can be estimated as

σ̂2 =
2L2

π
. (18)
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The flowchart in Figure 6 summarizes the proposed peak detection method.

If G > 
Peaks exist

YesNo

Peaks absent

Set initial values for N, Pf

Set two groups of modulations,

with and without peaks

Compute the magnitude of the 

correlation function, G 

Eq. (11)

Estimate the threshold,   

Eq. (16)

Modulations schemes with 

peaks are declared 

present.   

Modulations schemes with 

no peaks are considered 

active.   

Figure 6. A summary of the proposed peak detection-method.

6. Simulation Results

Computer simulations have been used to examine the suggested algorithm’s perfor-
mance. We have used the sequential Monte Carlo simulation approach. Except when
otherwise specified, the parameters of the system are: the number of symbol per frame
N = 5000 and the probability of false alarm Pf = 0.01. The channel tap is described for
each transmission link as a zero-mean complex-valued Gaussian random variable. The
variance of each link is provided by

E
[∣∣∣hαβ

∣∣∣2] = (vSD
vαβ

)λ

, (19)

where α ∈ {S, R} and β, λ is the path-loss exponent, vαβ is the distance between terminals
α and β, and vSD is the distance between terminals S and D. For the sake of the simulation,
we assign λ = 3.6, vSD = 1, vSR = 0.54, and vRD = 0.55. It is important to keep in
mind that all distances have been normalized to vSD. The probability of correct catego-
rization, Pc(Ω = ρ|ρ), is utilized as a quality factor for the proposed algorithm, where ρ
is one of the modulation kinds. Four distinct sets of modulation forms are investigated:
Ω1 = {BPSK, QPSK}, Ω2 = {BPSK, QPSK, 8-PSK}, Ω3 = {QPSK, 16-PSK, 16-QAM}, and
Ω4 = {BPSK,QAM, 8-PSK, 64-QAM}. The corresponding flowcharts for those sets are
shown in Figure 7. The number of simulation trials was 1000.
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Check the peak of U1

                      = {BPSK, QPSK}

Yes

BPSK

No

QPSK
Check the peak of U1

                      = {BPSK, QPSK, 8-PSK}

Yes

BPSK

No

QPSK, 8-PSK

Check the peak of U2

Yes

QPSK

No

8-PSK

Check the peak of U2

                      = {QPSK, 16-PSK, 16-QAM}

No

 16-PSK

Check the peak of U4

Yes

QPSK

Yes

QPSK, 16-QAM

No

 16-QAM

Check the peak of U1

                      = {BPSK, QPSK, 8-PSK, 64-QAM}

Check the peak of U2

Yes

BPSK

No

QPSK, 8-PSK, 64-QAM

No

8-PSK QPSK, 64-QAM

Yes

Check the peak of U4

No

64-QAM

Yes

QPSK

Figure 7. The flowcharts of four modulation sets.

Figures 8–11 illustrate the categorization performance for the modulation sets of Ω1,
Ω2, Ω3, and Ω4, respectively, at different values of SNR. The findings indicate that the
categorization performance of QPSK, 8-PSK, 16-PSK, 8-PSK of Figures 8–11, respectively,
are not affected by SNR levels. This is due to the fact that their performance is governed
by the likelihood of false alert, which was set at 0.01. However, the other modulation
options show substantial improvements as SNR increases. This is because, when SNR
levels increase, the peak detection performance improves.

Figures 12–15 examine the implication of the probability of false alarm on the catego-
rization performance for Ω1, Ω2, Ω3, and Ω4, respectively. The findings reveal that when
SNR increases, the performance reliance of modulations that display peaks on Pf reduces.
The rationale is that with greater SNR, the influence of noise contribution declines and
performance is mostly determined by the estimate error caused by employing a limited
observation interval. This error disappears as the observation time approaches infinity.
In principle, reducing Pf leads to a decrease in the threshold level, which increases the peak
detection efficiency. On the other hand, the opposite is true for none peak detection. As a
result, Pf is set to accomplish a performance balance for peak and none-peak categorization.
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Figure 10. The categorization performance for the modulation set of Ω3.
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Figure 11. The categorization performance for the modulation set of Ω4.
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Figure 12. The effect of Pf on the categorization performance for the modulation set of Ω1.
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Figure 13. The effect of Pf on the categorization performance for the modulation set of Ω2.
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Figure 14. The effect of Pf on the categorization performance for the modulation set of Ω3.
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Figure 15. The effect of Pf on the categorization performance for the modulation set of Ω4.

Figures 16–19 display the impact of the number of symbols per frame, N, on the
average likelihood of categorization, PA = ∑

ρ

Pc(Ω = ρ|ρ) , for Ω = Ω1, Ω2, Ω3, and Ω4,

respectively. Increasing N even at moderate or low SNR levels leads to a considerable
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enhancement. This demonstrates how the impact of the estimating inaccuracy lessens as the
number of observations increases. Even with a high signal-to-noise ratio, an unsatisfactory
level of categorization performance is reached when N is sufficiently low to allow the
influence of estimate error to predominate.
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Figure 16. The effect of N on the categorization performance for the modulation set of Ω1.
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Figure 17. The effect of N on the categorization performance for the modulation set of Ω2.
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Figure 18. The effect of N on the categorization performance for the modulation set of Ω3.
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Figure 19. The effect of N on the categorization performance. for the modulation set of Ω4.
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Figure 20 illustrates a comparison between the performance of the algorithm that
is suggested and the performance of two other algorithms that were recently presented
in [16,17]. The results show that the suggested method is superior to other algorithms. Even
at high SNR levels, the other methods fail to provide good results. However, the suggested
method provides almost perfect categorization performance. Recall that such methods
are intended to function under the premise of channel coefficients and packet length
knowledge; however, the suggested method does not.

Method of Marey, M. et al. 2021a, Ω4

Method of Marey, M. et al. 2021a, Ω1

Method of Marey, M. et al. 2021b, Ω4

Method of Marey, M. et al. 2021b, Ω1

Proposed method, Ω4

Proposed method, Ω1

Method of Marey, M. et al. 2021a

Method of Marey, M. et al. 2021b

Proposed method

Figure 20. The performance of the proposed method in comparison to previous works for the
modulation sets of Ω1 and Ω4 [16,17].

7. Conclusions

During this investigation, the problem of modulation categorization for amplify-and-
forward relaying systems was examined. A number of correlation functions were presented
to lay the foundations for the proposed technique. For certain modulation types, analytical
derivations and simulation findings illustrated fixed position peaks in the correlation
functions, whereas no such peaks could be found for the other forms of modulation. This
finding was adopted as a feature selection. Based on the false-alarm criteria, we developed a
binary tree method for peak recognition. The simulation results demonstrated outstanding
categorization performance under a variety of operational situations. The proposed method
achieved a precision of around one hundred percent when the SNR was at least 10 dB.
Furthermore, increasing the number of samples processed beyond 5000 did not improve
the performance of the proposed method noticeably. When the SNR was less than 6 dB,
boosting the false alarm rate greatly increased the overall performance, but it did not make
much of a difference when the SNR was greater. On the other hand, the previously reported
algorithms were below 60 percent accurate at high SNR levels, which is not good enough
for real-world use. These wonderful outcomes were obtained without previous awareness
of channel status information or noise power.
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