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Abstract

:

Stress is a concerning issue in today’s world. Stress in pregnancy harms both the development of children and the health of pregnant women. As a result, assessing the stress levels of working pregnant women is crucial to aid them in developing and growing professionally and personally. In the past, many machine-learning (ML) and deep-learning (DL) algorithms have been made to predict the stress of women. It does, however, have some problems, such as a more complicated design, a high chance of misclassification, a high chance of making mistakes, and less efficiency. With these considerations in mind, our article will use a deep-learning model known as the deep recurrent neural network (DRNN) to predict the stress levels of working pregnant women. Dataset preparation, feature extraction, optimal feature selection, and classification with DRNNs are all included in this framework. Duplicate attributes are removed, and missing values are filled in during the preprocessing of the dataset.
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1. Introduction


The term “stress” was coined by Hans Selye. It is “the body’s nonspecific response to any demand” [1]. A study was carried out on 14,600 employees, HR leaders, managers, and C-level executives from 13 nations, including 1100 working professionals from India. About 91% of the working professionals from India who answered the survey said they were very affected by it, which is more than the average of 80% around the world [2]. Working women seem to have a hard time at work. A study showed that work–family stress affects 28% of men and 53% of women. It also makes it hard for them to focus on the job [3]. Research shows that most women around the world are stressed out and overworked and rarely have time to relax. Even more than women in developed countries, women in developing countries feel stressed. In India, it is hard for 87% of women to find time for work and family [4]. The International Labor Organization (ILO) says that about 2.3 million women and men die every year from work-related accidents or diseases. That is more than 6000 deaths every single day. Every year, there are about 340 million work-related accidents as well as 160 million people who get sick because of their job. The ILO releases these stats from time to time, and the updates show that accidents and health problems are getting worse [5].



The World Health Organization (WHO) estimates that 14% of the worldwide burden of disease among both men and women is caused by neurological, psychiatric, and substance-use disorders [6]. Women are more deeply affected by family responsibilities and tend to report higher stress levels than men [7]. The lifestyle of women during pregnancy has long-term effects on their overall health, and pregnancy is identified as a sensitive period of increased risk for psychosocial symptoms and poor oral health [8]. Pregnancy-related stress is quite common among women [9], and it might have a negative impact during delivery such as a low birth rate [10,11].



In the literature, multiple studies found that between 10% and 15% [12,13,14,15] of pregnant women in wealthy nations experience psychosocial symptoms, while 33% [16] of pregnant women in developing nations experience these symptoms. There is a link between psychological symptoms and issues with oral health [17]. Pregnancy-related psychological symptoms do exist, are common, and are shown to have a variety of harmful impacts on both the health of the pregnant woman and her unborn child [18,19,20]. According to a study, dental disorders are most likely to affect pregnant women who negatively experience psychological symptoms [21]. Up to 30% of pregnant women experience periodontal disease [22], and two more studies found a link between stress and the hormonal changes brought on by periodontal disease [22,23]. Deep 1D convolutional and multilayer perceptron neural networks were created. Both deep neural networks fared better than typical machine-learning algorithms. Deep neural networks (DNNs) can develop noninvasive, robust algorithms for emotion recognition and emotion classification, enhancing the quality of life [24]. A study of 3569 women from five nations (1939 pregnant and 1630 postpartum) was performed. ML algorithms were evaluated for their ability to predict depression and anxiety symptoms.



The random forest (RF) and gradient boosting (GB) models provide better results in comparison with other ML algorithms evaluated, with accuracy scores of 83.3% and 83.2% for depression, and 82.9% and 81.3% for anxiety, respectively. When compared with other techniques, deep-learning-based classification models [25] give effective and precise performance results for each difficult challenge. Convolutional neural networks (CNNs), DNNs, and deep belief networks (DBNs) are all covered, as well as long short-term memory (LSTM). Deep-learning-based categorization methods are better suited to accurately predict the attitude and stress levels of pregnant workers. They provide precise prediction results, improved performance levels, efficiency, and shorter turnaround times. The main contributions of the study are as follows:




	
A DRNN-based deep-learning model is utilized to accurately determine whether working pregnant women are stressed or not.



	
The given dataset is normalized by deleting the unnecessary set of attributes and filling in the missing values, and then the optimal number of features was extracted and selected from the normalized dataset for training the data model to enhance the classifier’s prediction performance.



	
Several assessment metrics, such as precision, accuracy, recall, sensitivity, specificity, F1-score, and error rate, have been validated to measure the performance of the proposed model.









2. Overview of Pregnant Women Stress and CNN-LSTM


Physical, mental, or emotional stress at work is harmful to the developing baby. Miscarriage, early labor, premature birth, a low birth weight, and hypertension are all more likely when a pregnant woman is under a lot of stress. The risk of problems during pregnancy increases in proportion to the level of stress experienced [26]. Women who have had trouble having healthy pregnancies in the past should be encouraged to take more time off work to prepare for motherhood. Pregnant women who are exposed to high levels of stress at work should be constantly monitored for signs of preterm labor or delayed fetal growth, and their stress levels at work should be reduced or eliminated if necessary. Teratogens, including organic solvents, heavy metals, or pesticides, can be present in the environments where pregnant women work. Women frequently work outside their home in the United States, including mothers and expectant women.



In 2015, 70% over all women with children under the age of 18 worked [27]; 82% were nulliparous women who continued to work up to 1 month before the due dates, whereas 56% of pregnant women worked full time during their pregnancies. Six months after giving delivery, the majority of women (73%) resume their jobs [28]. The World Health Organization (WHO) indicated that over 10% of pregnant women as well as 13% of postpartum women have a mental health disorder [29] before the COVID-19 pandemic. As the perinatal period is a time of great change, anxiety is a prevalent problem among new mothers [30,31]. Pregnant mothers and their unborn children are particularly vulnerable to the harmful effects of anxiety disorders. Preterm birth, decreased bonding between mother and child, and difficulties in cognitive and emotional development in babies are all linked to antenatal anxiety, and these effects can last far into childhood [32].



Long-term stress can induce heart disease and high blood pressure. Stress during pregnancy might lead to premature or underweight babies. Premature or tiny babies are at risk for health issues. CNN LSTM (Figure 1), which stands for CNN long short-term memory network, is an LSTM architecture that was expressly developed to solve sequence prediction problems including spatial inputs, such as photos or videos.



Deep LSTM is a recurrent neural network and is a type of long short-term memory. The output from the previous phase is sent into the current step of an RNN as input. Hochreiter and Schmidhuber created the LSTM. It addressed the issue of long-term RNN dependency, in which the RNN can predict words from current data but cannot predict words held in long-term memory. The RNN’s performance becomes less effective as the gap length increases. By default, LSTM can save the data for a very long time. It is utilized for time-series data processing, forecasting, and classification.




3. Associate Work


Various ML and DL techniques for forecasting working pregnant women’s stress levels are summarized in this section. As a result, it takes into account the advantages and disadvantages of various techniques, as well as the way they operate and behave. Multitask learning was proposed by [33] to accurately predict mood and stress components. Individual needs were analyzed using hierarchical Bayesian modeling to make predictions about future emotions. The stochastic gradient descent (SGD) method, which forecasts label values based on cluster weights, was also utilized to find the most pertinent qualities from the input data. The study examined various mood-prediction machine-learning algorithms, including logistic regression (LR), multikernel learning (MKL), and support vector machine, (SVM). To examine the effectiveness of various techniques, this study estimated the ROC of each mood-prediction mechanism using the mood-prediction dataset. Among the advantages of this work were a higher performance rate and classification sampling design processes. It, nevertheless, has several drawbacks, such as a longer training period and lower classification accuracy [34].



Finite-element analysis was used to improve the deep-learning approach to forecasting stress in humans. These DNNs are effective in predicting stress components from supplied data, as stated in this paper. For forecasting mood, health, and stress levels, a multitask learning mechanism was designed. The domain adaptation (DA) technique was also used to improve the automatic prediction process. Gaussian progression (GP) was employed to study the nonlinear relationship. Accurate predictions can be made using the deep neural network (DNN) technique, according to this paper. As a result, the system’s overall performance is hampered by the rising complexity of the algorithm [35].



An effective stress management strategy was created for determining the degree of stress faced by female educators [36]. Experiencing stress while pregnant can have a lasting impact not only on the health of the mother and unborn child but also on the development of the progeny. The authors of [37] aimed to use machine-learning methodologies to develop solutions for monitoring real-time stress levels. SVM, LDA, NB, KNN, and decision tree (DT) were among the techniques tested in the study. All of these strategies’ training and testing challenges have also been estimated based on their work stages and computations. Preprocessing, feature extraction, and classification are the three stages of this system [38].



It was discovered that mental stress during pregnancy is highly linked to depression and has a significant impact on pregnant women’s daily lives. A general regression neural network (GRNN) model was advocated for evaluating the individual stress component based on data clustering. The purpose of this study was to exactly calculate a person’s stress level by analyzing data and categorizing information. The stress level was determined using the baseline, task load, and recovery stages. The underlying fault in this paper was that it encountered considerable problems in task-handling procedures. [39] Five machine-learning (ML) algorithms were used in a 2020 study to predict anxiety, depression, and stress in people around the world using the Depression, Anxiety, and Stress Scale questionnaire (DASS 21). When it came to accurately forecasting psychological situations, the random forest classifier, a machine-learning system used for data classification, performed the best [40]. Psychosocial stress caused by a woman’s employment is an undetermined risk factor for pregnancy problems [41].



A new data-mining method for calculating a person’s stress level based on their actions was suggested. The multilayer perceptron (MLP) model was utilized in this system to aid in detecting the cause of depression [42]. The bibliometric analysis using Vosviewer was discussed, and we investigated why very little work is carried out to detect the stress of working pregnant women; also we focused upon the thrust areas of future work [43]. This work offers a technique for stress classification based on EEG signals obtained from a commercially available Interaxon Muse 4-channel headband device. Stress and nonstress participants’ EEG signals were recorded. LSTM 2 classified stress with 93.17% accuracy (with two LSTM layers). These results improved on EEG-based approaches [44].



The study aimed to show that several predictive models can be employed to give more accurate and fine-grained stress-tracking using the suggested solution’s physiological data. To do so, the authors used ML and DL models to solve regression challenges [45] and highlighted the promise of deep neural networks for the development of reliable, continuous, and noninvasive techniques for emotion classification and stress detection, with the ultimate goal of enhancing life quality. The accuracy of the model was 99.50%, which is the accuracy for both binary and three-level classifications. This study employed prediction models built with machine-learning approaches to investigate how the recent COVID-19 epidemic has affected prenatal mental health and well-being [46]. The authors presented a DNN-based stress prediction for human resource management in terms of involvement, training, development, education, work circumstances, and remuneration and rewards [47].



The literature review revealed that most of the work has been conducted using traditional techniques of stress prediction. Less research work has been performed to predict the stress of working pregnant women. However, current systems are limited by fundamental concerns such as increased algorithm complexity, increased training time, and high misclassification rates. As a result, the purpose of this research was to develop an accurate deep-learning model for projecting working pregnant women’s stress levels.




4. Methodology


This section provides a comprehensive analysis of the proposed stress prediction system for employed pregnant women, complete with flow diagrams and computational examples. The objective of this study was to use an advanced deep-learning classification technique to increase the precision and effectiveness of a stress prediction system. The suggested system’s entire flow is shown in Figure 2, which comprises steps such as feature extraction, feature selection, and classification, as well as data pretreatment. The dataset is normalized by adding the missing and inaccurate values after it has been loaded. A set of dependent and independent variables has been defined throughout this procedure to forecast the missing values. The most pertinent features are then chosen from the set of features in the normalized dataset to increase the prediction accuracy. Finally, the stress level of working pregnant women is accurately predicted using a deep recurrent neural network (DRNN)-based DL model.



4.1. Preprocessing of Data


The processing starts with the original working pregnant women dataset, which has some useless attribute information and missing values. This kind of data could make it harder to classify and takes longer to train. Therefore, the properties and fields of the dataset need to be normalized before it can be used. In this step, the original dataset was cleaned up and filtered to get rid of any data that were not needed. To obtain the normalized dataset, the missing values are filled in and the fields as a whole are filtered. The perceived stress scale (PSS) was made to find out what kinds of situations make working pregnant women stressed and how well they can deal with those situations. It can be figured out by looking at things such as how they feel and how stressed they are in common situations. This dataset can be used to extract features and categories because the data in the dataset influence how well the system as a whole works.




4.2. Features Extraction


In every prediction or classification system, feature extraction is a vital step in creating new features from the data’s original features. Learning outcomes are strongly dependent on working pregnant women’s qualities and performance; hence, this is an important step in classifying individuals. The normalized dataset was utilized to extract five features: average time, total activities, average idle time, keystrokes, and other activities (Algorithm 1).



	Algorithm 1 Extraction of Feature



	1: Input: dataset that has been normalized;

2: Output: A collection of features that have been extracted;

3: Step 1: for e = 1 to EID//EID—The number of working pregnant women who have their ID;

4: Calculate how long it will take them to complete their desired tasks;

5: End for;

6: Step 2: With their respective ID, estimate the unique activities of working pregnant women.

7: Step 3: For q = 1 to size

8:     For w = 1 to size

9:        For p = 1 to size

10: Calculate the average amount of time A T that each working pregnant woman needs to complete their tasks;

11: Calculate the total E T of all working pregnant women’s activities for completing their tasks;

12: Compute the idle time I_T of every working pregnant woman;

13: Calculate the average number of key strokes.〖Av〗_Ks;

14: Calculate each working pregnant women professional’s other activities, OA T, to complete the tasks;

15: The end for p;

16:      The end for w;

17:    The end for q;

18: Step 4: Extracted feature set Es = {AT,ST,IT,〖Av〗Ks,〖OA〗T









4.3. Selection of Features


The process of choosing the features that are most optimal for correctly predicting the results of the classification is referred to as feature selection. In this case, the extracted feature set is used to choose the most pertinent properties, which assists in reducing the dimensionality of the feature set. The performance of the classifier may be hampered by the added characteristics during the training and testing phases. The alpha-investing method is used to choose the pertinent qualities in the best way possible to resolve this issue. The technique’s primary benefit is that it precisely identifies all plausible pairings of features, improving the suggested working pregnant women stress prediction system’s overall accuracy.




4.4. Classification Based on DRNN


As an input to the processing, the best set of characteristics was found, and as an output, the predicted label was made. The DRNN, the deep-learning algorithm that is used most often, was used in this work to achieve this goal. The main goal of using this method is to teach the model to more accurately solve the given problem and in less time. It also trains the network in a good way several times to obtain a high-performance rate. The RNN is usually an extension of the LSTM, (Figure 3) which is often used to predict mood. Therefore, the suggested system uses the DRNN method to predict how stressed out working pregnant women will be. This model is made up of a lot of stacked recurrent hidden RNN states. When compared with the traditional LSTM and RNN techniques, the DRNN (Figure 4) technique speeds up the process of computing while making it more accurate. In addition, it collects high-level information well so that the label can be correctly predicted. The parameters of this method are tweaked to obtain the best results based on the feature vectors.



The activation function is computed with the number of filters in this model, which uses a 1D convolutional layer to convolve the given input. The feature map’s dimensionality is then calculated using the following model:


    FM   H 2   = ⌊    I  H 1   −   CK  H  + 2  P s     S  si     + 1 ⌋  



(1)




where FMH2 specifies the height of the feature map, IH1 signifies the input height before convolution, CK H denotes the height of the convolutional kernel, denotes the padding size, S si refers to the step size, and CKH denotes the height of the convolutional kernel. The local input characteristics were then extracted using a single convolution kernel, as seen below:


    IH   1 A    ( i )  = f  (    WM  A  · X  (  i : i + A − 1  )  + B  )   



(2)






    IH   1 A   =  [    IH   1 A    ( 1 )  ;   IH   1 A    ( 2 )  …   IH   1 A    (    FM   H 2    )   ]   



(3)






    IHr   1 A   = relu  (    IH   1 A    )   



(4)




where,     WM  A    indicates the convolution kernel function with height  A , and     IH  1    represents the output after the convolution. Consequently, the maximum pooling layer is utilized to pool all convolved results with respect to the extracted feature set of text as shown in the following equations:


    IHrp   1 A   = max  (    IHr   1 A    )   



(5)






    IH  1  =  Concatenate     (    IHrp   1  A 1    ,      IHrp    1  A 2     )   



(6)







Finally, the output has been produced as the concatenated output, and it generates the classed label to identify whether working pregnant women are stressed or not. Figure 5 shows the Structure of DRNN.



The following are some of this research’s most significant advantages:




	➢

	
Simple layout;




	➢

	
Accurate prediction of results;




	➢

	
Reduced time spent training and testing models;




	➢

	
Improved performance rate.











5. Result and Discussion


This section explores the outcomes of existing and proposed techniques in terms of various evaluation metrics such as accuracy, precision, recall, sensitivity, specificity, F1-score, and error rate. These figures are then calculated as follows:


  Sensitivity =   TP   TP + FN    



(7)






  Specificity =   TN   TN + FP    



(8)






  Precision =   TP   TP + FP    



(9)






  Recall =   TP   TP + FN    



(10)






  F 1 _ Score =   2 × Pr ecision × Re call   Pr ecision + Re call    



(11)






  Accuracy =   TP + TN   TP + TN + FP + FN    



(12)






  Error _ Rate = 1 − Accuracy  



(13)







TP represents the true positives, TN represents the true negatives, FP represents the false positives, and FN represents the false negatives. Table 1 and Figure 6 illustrate the accuracy, precision, and recall measurements of both existing and proposed classification systems. Table 2 and Figure 7 present the RMSE and F1-score of known and proposed classification approaches, such as ANN, LR, NB, SVM, and DT. Typically, these criteria affect the effectiveness of a prediction system, with the number of features and attributes utilized to train the data model having a major effect on the accuracy of working pregnant women stress prediction. The results prove that the suggested DRNN model is far better than the other algorithms in terms of accuracy, precision, recall, F1-score, and RMSE values. It demonstrates that the DRNN-based technique provided for predicting working pregnant women’s stress beats other techniques in terms of overall performance.



Furthermore, the prediction performance of the existing SVM, ANN, and proposed DRNN techniques is assessed using a variety of working pregnant women sessions, as shown in Figure 8 and Table 3. Based on these findings, it has been determined that the proposed DRNN technique outperforms existing techniques. This is because, in the proposed system, working pregnant women’s stress is predicted before and after work, as well as their participation in all of the official events. Additionally, working pregnant women feedback has been collected and updated with the dataset, in which the most appropriate features for improving classification performance have been extracted.



The prediction results of both existing and proposed deep-learning models for the categories of mood, health, and stress factors are shown in Table 4 and Figure 9. The results show that by training the model with the optimal set of features, the proposed DRNN-based deep learning accurately predicts the mood of working pregnant women. It aids in improving the system performance as well as accurate stress prediction in working pregnant women. The proposed model will assist to predict the stress level of women and can assist them from the side effects of stress; the accuracy of the model is better than that of the previous model, and the same is also showed by the table and figure given below.




6. Conclusions


Stress is a concerning issue in today’s world especially when it comes to working pregnant women; it leaves a more harmful impact on the woman and child. Therefore, in this article, we proposed a DRNN model to detect the stress level of women with high accuracy. Our proposed DRNN model achieves more than 96.00% accuracy. This research proposed an enhanced framework for estimating the stress level of working pregnant women using the DRNN. This article’s purpose was to select the optimal features for categorization to increase prediction accuracy. This article includes preprocessing, feature extraction, selection, and classification. The original dataset was initially preprocessed to normalize the content by removing unnecessary data and filling in missing values from working pregnant women. The features were then extracted and optimally picked to enhance the overall efficacy of the classification. The DRNN method was then utilized to accurately forecast whether or not a working pregnant woman is stressed based on the optimal quantity of features and feedback from the learner. There are several advantages to this system: a simple design, efficient performance, precise classification, and a decreased training time for the model. An experimental evaluation of the suggested method’s performance is used to compare it with other current models. Because of its superior performance in all of these areas, the DRNN strategy is superior to the other approaches under consideration.



In the future, this research can be expanded to include more real-time applications, and the system can be trained to give higher accuracy. Researchers can use new algorithms to predict the stress level of pregnant working women and help the society.
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Figure 1. CNN LSTM structure. 
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Figure 2. Work flow. 
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Figure 3. LSTM model. 
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Figure 4. DRNN architecture. 
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Figure 5. Structure of DRNN. 
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Figure 6. Precision, accuracy, and recall of existing and planned procedures. 
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Figure 7. RMSE and F1-score of both existing and proposed techniques. 
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Figure 8. Comparative analysis between existing and proposed classification techniques for varying sessions. 
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Figure 9. Prediction results of existing and proposed deep-learning models. 
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Table 1. Accuracy, precision, and recall measures of existing and proposed techniques.
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	Classification Techniques
	Accuracy
	Precision
	Recall





	ANN
	77
	82
	93



	LR
	76
	83
	91



	NB
	75
	82
	90



	SVM
	78
	84
	93



	DT
	67
	81
	84.5



	Proposed DRNN
	97
	98.5
	99.5
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Table 2. F1-scores and RMSE measures of existing and proposed techniques.
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	Classification Techniques
	F1-Score
	RMSE





	ANN
	83
	46



	LR
	86
	48



	NB
	84
	51



	SVM
	87
	51



	DT
	80.5
	53.5



	Proposed DRNN
	96
	30
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Table 3. Prediction performance under varying sessions.
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	Techniques
	Session 1
	Session 2
	Session 3
	Session 4
	Session 5





	ANN
	4
	24
	4
	5
	39



	SVM
	4
	40
	7
	2
	38



	DRNN
	4
	45
	8
	6
	42
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Table 4. Mood, health, and stress prediction outcomes of existing and proposed classification techniques.
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	Prediction Results
	Deep LSTM
	CNN-LSTM
	Proposed DRNN





	Mood
	16.3 ± 0.6
	17.7 ± 0.7
	18.9 ± 0.9



	Health
	16.8 ± 0.7
	17.2 ± 0.7
	18.3 ± 0.8



	Stress
	17.2 ± 0.5
	18.3 ± 1.0
	19.5 ± 0.8
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