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Abstract

:

In ultrasound tomography, cross-sectional images represent the spatial distribution of the physical parameters of a target of interest, which can be obtained based on scattered ultrasound measurements. These measurements can be obtained from dense datasets collected at different transmitter and receiver locations, and using multiple frequencies. The Born approximation method, which provides a simple linear relationship between the objective function and the scattering field, has been adopted to resolve the inverse scattering problem. The distorted Born iterative method (DBIM), which utilizes the first-order Born approximation, is a productive diffraction tomography scheme. In this article, the range of interpolation applications is extended at the multilayer level, taking into account the advantages of integrating this multilayer level with multiple frequencies for the DBIM. Specifically, we consider: (a) a multi-resolution technique, i.e., a multi-step interpolation for the DBIM: MR-DBIM, with the advantage that the normalized absolute error is reduced by 18.67% and 37.21% in comparison with one-step interpolation DBIM and typical DBIM, respectively; (b) the integration of multi-resolution and multi-frequency techniques with the DBIM: MR-MF-DBIM, which is applied to image targets with high sound contrast in a strongly scattering medium. Relative to MR-DBIM, this integration offers a 44.01% reduction in the normalized absolute error.
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1. Introduction


Acoustical imaging techniques have been widely used since the invention of sonar technology. One of the most popular ultrasound imaging techniques based on the sonar principle is B-mode imaging [1], which is mainly used in non-destructive evaluation and medical imaging. The B-mode image qualitatively represents the change in the acoustic impedance function, which allows the viewer to distinguish the different media. The spatial images can be obtained by using a transducer array [2] and a detector element probe with high convergence properties [3]. Although the quality of the acquired image may deteriorate due to amplitude and phase variations [4], B-mode imaging is simple and reliable. However, due to the naturally qualitative properties of the B-mode images, medical diagnosis using this imaging technique is often subjective, because it is strongly dependent on the expertise of the physicians.



Nevertheless, the acquired acoustic data contains much more information than is usually acquired using the B-mode scheme. Therefore, researchers have given their attention to the backscatter theory of ultrasonic waves. One of the limitations of backscatter techniques is the lack of robust and efficient computational techniques. The first algorithm, which was developed in the early 1970s, was based on the projection theory used in radiography and nuclear tomography imaging. This algorithm reconstructs the sound speed map [5] and attenuation [6]. However, unlike other tomography methods, linear propagation is not a realistic model of sound wave propagation in biological media. Although the refractive correction technique has been developed to extend the validity of the linear propagation algorithm [7], these methods face limitations in terms of spatial resolution and abnormal components associated with diffraction. Thus, these techniques have only achieved limited success. Therefore, ultrasound tomography was developed to overcome some of the limitations of the straight-ray method.



The ultrasound tomography technique is based on the scattering effect. Whenever an incident ultrasound wave meets a non-uniform domain, scattered data occur in every direction around this domain. A set of scattering measurements is performed by inversing the wave equation. The main problem in ultrasound tomography is the estimation of the distribution of acoustic parameters in the scattering environment, such as sound contrast, sound attenuation, and density. Therefore, ultrasound tomography can present the quantitative information of the examined target. At present, there are few ultrasound computed tomography (UCT) systems used in clinical diagnostics. Two of these systems are computerized ultrasound risk evaluation (CURE) [8,9] and high-resolution ultrasonic transmission tomography (HUTT) [10] systems, which can reconstruct the images based on the parameters of sound contrast and attenuation. However, these systems’ spatial resolution and accuracy are limited because their algorithms have ignored the effects of diffraction. Another ultrasound tomography system is the transcranial magnetic stimulation (TMS) system [11], which provides a more detailed description of the object of interest. Besides the sound impedance parameter, several other parameters must also be considered for imaging. B-mode imaging provides purely qualitative information about the object of interest, whereas backscatter gives quantitative information regarding the object’s mechanical properties.



However, acoustic inverse scattering also has some limitations. As a result, ultrasound tomography devices have not achieved the same success as other techniques, such as X-ray and nuclear magnetic resonance imaging [12]. Firstly, inverse scattering techniques meet with convergence problems while reconstructing an object with high contrast. Thus, their application has been limited to breast tissue [13,14,15]. In order to extend the range of applications, further research projects have been undertaken concerning bone imaging [16]. Secondly, scattered data must be acquired from many different angles from 0 to 360° in order to achieve the best image quality.



Ultrasound tomography is based on first-order approximations to the wave equation using the Born approximation method [17] or Rytov modeling [18]. The Born iterative method (BIM) and the distorted Born iterative method (DBIM) are two of the leading scattering imaging methods [19,20], although these approaches still have complications because they must resolve a large number of iterations and solve the inverse problem. Mainly concerning breast imaging, it was demonstrated in [21] that the DBIM-based iterative algorithm is efficient and accurate. Using 16 probes, the authors detected a simulated anomaly. Then, in [22], experiments were performed by adding two more rings of 16 probes in order to improve the resolution of the reconstructed images. The model’s performance was then compared using the root-mean-square error (RMSE) and Pearson’s correlation coefficient.



The multi-resolution (MR) technique, mainly the interpolation technique, was studied and applied to the DBIM in [23,24]. Initially, the objective function is recovered for the matrix of N1 × N1 size, and then, an interpolation technique is used to obtain a larger (N2 × N2) matrix. The quality of the recovered images by this scheme is better than that of the DBIM, and the computation time is also significantly reduced. The multi-frequency (MF) technique has been studied and applied to the DBIM in [25,26,27,28,29,30,31,32,33,34,35,36,37]. This approach is applied as follows: in the first step, the lower frequency acquired data are used to ensure fast convergence, and in the second step, the higher frequency acquired data are used to ensure the high resolution of the reconstructed image.



This work suggests a method to enhance the reconstruction quality of ultrasound tomography by using multi-resolution and multi-frequency methods. Firstly, a multi-resolution technique is considered for the DBIM: MR-DBIM. Secondly, the integration of multi-resolution and multi-frequency techniques is studied for the DBIM: MR-MF-DBIM, with the aim of imaging targets of high sound contrast in the strongly scattering domain. As a result, the normalized error and total time for reconstruction are significantly reduced.




2. Materials and Methods


Figure 1 shows the studied imaging configuration, which has a circular shape, and the probes, i.e., the transmitters/receivers, which are evenly arranged on the measurement system. The 2D zero-order Bessel function [38] is used as the incident beam emitted by the transmitter, and is expressed as:


    p ¯   i n c   =  J 0   (   k 0   |  r −  r k   |   )   



(1)




where    J 0    is the Bessel function of zero-order,    k 0    is the wave number of the background medium, and    |  r −  r k   |    is the distance from the transmitter’s position to the kth point in the domain of interest.



For a homogeneous medium, the signal received at the receiver is the incident wave. For example, in the presence of tumors, the medium becomes inhomogeneous. The following two situations may occur when the incident wave hits the target: (i) if the target size is much larger than the wavelength of the incident wave, it is reflected; (ii) if the target size is smaller than or equal to the wavelength of the incident wave, it is scattered in all directions around it. The Born iterative method is used to determine the linear relation between the scattered pressure difference and the sound contrast difference. The key to this method is that the scattering signal is considered very small compared to the incident signal, which is in line with the requirements to detect tumors in their early stages. Therefore, in this study, we address the reconstruction of targets with very small sound contrast, i.e., with very small scattering signals. In this case, the wave equation can be expressed as:


  p  (  r →  )  =  p  i n c    (  r →  )  +  p  s c    (  r →  )   



(2)




where    p  s c    (  r →  )   ,    p  i n c    (  r →  )  ,   and p(  r →  ) are the scattered, incident, and total signals, respectively. It can be seen that the known data are the total signal and the incident signal. However, here, the concern is the reconstruction of the unknown O(r) target from the obtained data, which is an inverse problem.



Consider that the wave numbers of the background and target mediums are    k 0    and   k  ( r )   , respectively. Thus, according to [12], an inhomogeneous differential equation has the form:


   (   ∇ 2  +  k 0 2   ( r )   )  p  ( r )  = − O  ( r )  p  ( r )   



(3)




where   O  ( r )    is the target function that needs to be calculated as:


  O  ( r )  =  {      k    ( r )   2    –  k 0 2  =  ω 2   (   1   c 2    −  1   c 0 2     )          i f   r ≤ R       0                                                                                                             i f   r > R          



(4)




where    c 0    and  c  are sound speeds in the background and target environments, respectively,  ω  is the incoming wave frequency, and R is the target’s radius.



The Green function is an effective method to solve an inhomogeneous differential equation. Therefore, it is used to determine the nonlinear relationship between the scattered signal and the target based on the total and incident signals. Thus, Equation (2) can be rewritten using the Green function,    G 0   (·), as:


  p  (  r →  )  =  p  i n c    (  r →  )  +   ∬     O  (  r →  )  p (   r ′  →  )  G 0   (   k 0  ,  |   r →  −   r ′  →   |   )  d   r ′  →   



(5)







For the calculation of every pixel in the interested domain, the moment method (MoM) is used to estimate the pressure at points inside and outside the object of interest. The pressure in the grid points can be estimated by a vector of N2 × 1 size as:


   p ¯  =  (   I ¯  −  C ¯  · D  (  O ¯  )   )   p  i n c    



(6)




and the exterior points offer a scattered vector of NtNr × 1 size which is given as:


    p ¯   s c   =  B ¯  · D  (  O ¯  )  ·    p ¯   



(7)




where   B ¯   is the matrix whose coefficients are Green functions, G0(r,r′), from every pixel to the receiver’s location,   C ¯   is the matrix whose coefficients are Green functions, G0(r,r′), among all pixels,   I ¯   is an identity matrix, and D(.) is a diagonalized operator.



Two variables (  p ¯   and   O ¯  ) are unresolved in Equations (6) and (7); to solve this, the first Born approximation is used, and these equations are rewritten as [20]:


  Δ  p  s c   =  B ¯  · D  (  p ¯  )  · Δ  O ¯  =  M ¯  · Δ  O ¯   



(8)




where    M ¯  =  B ¯  · D  (  p ¯  )   . With a transmitter and a receiver, a matrix (  M ¯  ) and a scalar value (  Δ  p  s c    ) are obtained. It can be noted that the unsolved   O ¯   vector gives   N × N   variables that are equal to the pixel number in the domain of interest.   Δ  O ¯    can be evaluated by solving the Tikhonov regularization problem [39]:


  Δ  O ¯  = arg   min   Δ  O ¯      ‖ Δ   p ¯   s c     t  −    M t   ¯  Δ  O ¯  ‖  2 2  + γ   ‖ Δ  O ¯  ‖  2 2   



(9)




where    Δ   p ¯   s c     is the (   N t   N r  × 1 )   vector that carries the dissimilarity between the estimated and measured scattered data,     M ¯  t    is the system (   N t   N r  ×  N 2   ) matrix created by    N t   N r    distinct     M ¯  t    matrixes, and  γ  is the regularized parameter.



The DBIM process is described by Algorithm 1.



	Algorithm 1. Distorted Born Iterative Method (DBIM)



	Choose initial values:     O ¯    ( n )     =     O ¯    ( 0 )      and     p ¯  0  =   p ¯   i n c     using Equation (1)

For    n = 1   t o    N  D B I M    , do

  1. Calculate   B ¯   and   C ¯  

  2. Calculate   p ,       p  ¯    s c     corresponding to     O ¯    ( n )      using Equations (6) and (7)

  3. Calculate   Δ   p ¯   s c     using Equation (8)

  4. Calculate   Δ   O ¯    ( n )      using Equation (9)

  5. Calculate     O ¯    (  n + 1  )    =   O ¯    ( n )    + Δ   O ¯    ( n )     

End For








To quantify the efficiency of the proposed approach, target functions were acquired in order to obtain the experimental data to be used in the iterative reconstruction of the target image. Then, the error in the reconstructed image was determined and compared to the original image at each iteration. Thus, by supposing that m is a P × Q original image, i.e., the ideal target function, and   m ^   is the reconstructed image, the normalized absolute error (RRE) could be defined as:


  R R E =  1  P x Q     ∑   i = 1  P    ∑   j = 1  Q     |   m  i j   −   m ^   i j    |     |   m  i j    |     



(10)








3. Results


3.1. Multi-Resolution DBIM Approach


For the multi-resolution DBIM approach, the nearest neighbor interpolation was used; this is one of the simplest ways to double the image size, by replacing each pixel with four pixels of the same color. Using this interpolation technique, the obtained result is larger than the original image, while preserving all the details of the original image. There are many different types of complex interpolation algorithms, such as bilinear, bicubic, and spline-based, but the nearest neighbor technique was selected because of its advantages of consuming little computational time and not generating new data values [40].



The implementation process of the one-step multi-resolution DBIM (one-step MR-DBIM) was:


N11 × N11 → N22 × N22











The number of iterations implemented with a raw mesh integrated area of N11 × N11 size is denoted as NN11, so the number of iterations implemented with one of N22 × N22 size is NN22 = Nsum − NN11.



The implementation process of the multi-resolution DBIM: four-step MR-DBIM, was:


N1 × N1 → N2 × N2 → N3 × N3 → N4 × N4











The number of implemented iterations with the mesh integrated area of N1 × N1, N2 × N2, N3 × N3, and N4 × N4 sizes are denoted as NN1, NN2, NN3, and NN4, respectively.



Here, the simulation parameters used were: frequency, f = 0.64 MHz, Nt = 11, Nr = 22, Nsum = 8, NN11 = 17, NN22 = 33, N1 = 5, N2 = 9, N3 = 17, N4 = 33, NN1 = 1, NN2 = 1, NN3 = 1, NN4 = 5, the scattering area diameter was 7.3 mm, the sound contrast was 30%, the Gaussian noise was 10%, the speed of sound in the background was equal to 1540 m/s, and the distances from the transmitters and receivers to the center of the object were equal to 50 and 60 mm, respectively.



The computational cost for the imaging system is:   O  (   N  iter    N t   N r   N 2   )   , where Niter is the number of iterations, Nt is the number of transmitters, Nr is the number of receivers, and N is the number of pixels, respectively. The numerical simulation was performed using MATLAB running on a PC with an Intel core i3 processor and 2 GB of RAM.



As a result of its well-known properties, the Bessel function [38] is usually used in numerical simulations as a transmitted signal, which is termed an incident wave, whose frequency is  f ; therefore, it is a monochromatic wave. The wavelength (λ) of this wave is calculated as   λ =  c 0  / f  , where      c 0    is the sound speed in the background medium. The frequency of the incident signal was selected based on previous work [24] as equal to 0.64 MHz. The propagation speed of ultrasound waves in the women’s breast environment is in the range of 1350 to 1600 m/s, and in the background medium, it is approximately 1484 m/s [41]. That is, the difference in the propagation speed in women’s breasts ranges from 0 to 15.6%. However, in this study, a more demanding problem was addressed, i.e., a strong scattering medium was investigated; thus, a sound contrast of 30% was taken into account.



In DBIM, the specific value of each pixel is calculated in the region of interest. As long as there is a heterogeneous medium of a small size equivalent to the incident wavelength, the ultrasonic wave will be scattered, and scattering data are obtained. Using DBIM, the exact position and shape of the object can be determined. Thus, one can see that the core problem is the algorithm’s ability to accurately recover the object with high performance. Accordingly, here, in the process of designing the DBIM simulation scenario, the adopted model and parameters were defined based on the purpose of developing a better image recovery algorithm than the traditional one. Therefore, a simple circular cylinder was selected as the object to be restored, and the environment around it was defined as uniform. Then, the focus of the investigation became how to recover the image as close as possible to the objective function. Thus, the parameter used to restore the ideal object was the sound contrast, and the density and attenuation parameters were not considered. A study regarding the effect of the acoustic density, attenuation, and compressibility profile parameters on the obtained images can be found in [42].



Figure 2 shows the ideal functions, i.e., the ground truth, of the objects to be imaged. The larger the number of involved pixels, the larger the number of variables to find and recover, and thus, the imaging system becomes more complex.



The smallest value of N1 was investigated for the first raw meshed integration area, which offers the best performance, leading to Table 1. It is clear from the data in Table 1 that the value of N1 equal to 5 led to the best performance. Therefore, N1 = 5 was chosen for a deeper simulation.



Figure 3 presents the error performance of the four-step MR-DBIM proposed method relative to the other methods under comparison. It can be observed that the normalized error was decreased in comparison with the DBIM and one-step MR-DBIM methods. With the one-step MR-DBIM method, it can be reasoned that the RRE decreased over each iteration because for the same number of measurements, estimating the smaller (N11 × N11) object with NN11 = 17 was better than immediately estimating the large (N22 × N22) object with the DBIM’s NN22 = 33. Therefore, a good estimate from the initial loop leads to a better estimate of this one-step MR-DBIM method. As for the four-step MR-DBIM method, one can see that there was a maximum point at the fourth loop, which is understandable because, in the fourth loop, the object with the largest (N4 × N4) size (desired value) was restored. With the same number of measurements, the largest number of pixels is the largest number of variables, so the estimation will be the most difficult; hence the RRE will be the largest. In loops one and two, the RRE was quite small due to the small number of variables, so the estimation was quite good in these loops.



The total runtime required by the DBIM, one-step MR-DBIM, and four-step MR-DBIM methods after Nsum iterations was calculated. It was found that the imaging time with the DBIM method was the largest, which was equal to 640.7 s; then, as the interpolation level increased, the imaging time decreased, leading to 569.8 s for the one-step interpolation, and 405.5 s for the four-step interpolation. This finding makes sense since, in DBIM, the number of variables, or pixels, (N4 × N4) does not change in each loop. However, with the interpolation, the number of pixels gradually increases until N4 × N4, so the number of variables in the previous loops will be significantly less than in the DBIM method; therefore, the imaging time will be significantly reduced.



Figure 4 shows the reconstructed results of the DBIM, one-step MR-DBIM, and four-step MR-DBIM methods through the iterations. Through visual observation, one can realize that, in the DBIM method, there was not much difference between the recovery results through the loops. However, there was a clear difference in the recovered image in the four-step MR-DBIM method, especially in loops one to four. This is because, in these loops, the number of pixels was small, i.e., a small number of variables, so the estimation was quite accurate for these loops. It is critical to accurately assess the object in the first iteration so that one can more accurately estimate during later iterations. This dramatically reduces noise in the restored image, especially in the first loops.




3.2. Multi-Resolution and Multi-Frequency DBIM Approach


Obviously, the multi-resolution and multi-frequency DBIM approach (MR-MF-DBIM) can reduce the image formation time and, especially, can estimate the object of interest quite accurately in the first iterations. Therefore, for the proposed method, in the first loops, mainly in the first four loops, a small frequency of 0.64 MHz was used to satisfy the Born approximation condition. Then, starting at the fifth loop, when the number of pixels, i.e., the number of variables, reaches the desired value as a maximum, the frequency was adjusted incrementally to overcome the noise effectively, and the increased frequency also increased the resolution of the recovered image.



The simulation parameters used in the this experiment for the proposed MR-MF-DBIM method were: frequency, f = 0.64 MHz, f1 = 2f, f2 = 3f, f3 = 4f, f4 = 5f, Nt = 11, Nr = 22, Nsum = 8, N1 = 5, N2 = 9, N3 = 17, N4 = 33, NN1 = 1, NN2 = 1, NN3 = 1, NN4 = 5, NN4f = 1, NN4f1 = 1, NN4f2 = 1, NN4f3 = 1, NN4f4 = 1, scattering area diameter = 7.3 mm, sound contrast of 30%, Gaussian noise of 10%, and distances from transmitters and receivers to the center of the object of interest of 50 and 60 mm, respectively.



Figure 5 presents the error performance of the proposed MR-MF-DBIM method relative to the MR-DBIM method. The normalized error was decreased in comparison with the four-step MR-DBIM method. It can also be seen that starting from the fourth loop onwards, the RRE reduced accordingly as the frequency increased. This occurs because the frequency increase can effectively correct the noise, and the estimation is better due to the gradual updating of the image’s sound contrast.



The total runtimes of the MR-MF-DBIM and four-step MR-DBIM methods after Nsum iterations were calculated. Although the RRE of the MR-MF-DBIM method was significantly reduced relative to the four-step MR-DBIM method, the imaging time was increased by just 8.9%. This occurred because in the MR-MF-DBIM method, mainly in loops five to eight, the frequency increases, and the numerical value of the imaging matrix is also significant, which makes the computation longer.



Figure 6 shows the reconstructed results of the MR-MF-DBIM and four-step MR-DBIM methods through the iterations. In the first four iterations, the recovered images of both methods were exactly the same because there is no difference in the algorithms. However, starting from loop five, due to the use of the MF technique in the MR-MF-DBIM method, it is intuitively obvious that the noise, especially the background noise, was significantly reduced, which led to a better image estimation.



With the MR-DBIM method, the imaging quality can be improved (Figure 3), and the imaging process can be accelerated. However, a multi-frequency technique was used to reduce the noise and reconstruct images of higher resolution to meet the actual application requirements. Indeed, with the MR-MF-DBIM method, the background noise in the recovered target was decreased relative to the MR-DBIM method (Figure 6). Thus, the multi-frequency technique can produce images with a higher resolution as suggested in [27,28].



It could be realized that the more data collected, the more accurate the reconstruction. The number of measurements in the DBIM depends on the product of the number of transmitters and receivers. In Figure 7, one can observe the quality of the reconstructed image in terms of the number of measurements used during the proposed MR-MF-DBIM method, mainly according to the following five scenarios, Nt × Nr equal to: 11 × 22 = 242, 13 × 24 = 312, 15 × 26 = 390, 17 × 28 = 476, and 19 × 30 = 570 measurements. It could be observed that, as the number of measurements increased, the normalized error decreased, which indicates an increase in the imaging quality. This makes sense because, since the number of variables, i.e., the number of pixels, remains constant as the number of measurements increases, more data can be collected, and thus the object of interest can be more accurately reconstructed.



Figure 8 allows us to analyze the quality of the reconstructed image using MR-MF-DBIM in terms of the sound contrast between the object and background environment. It was found that, as the sound contrast increases, the imaging quality decreases. This can be explained by the limitation of the Born approximation. Hence, the main limitation of DBIM is that divergence occurs when   Δ φ > π  , where   Δ φ = 2 ω  (   1 c  −  1   c 0     )  R    [43]. Therefore, the incident frequency ( f ) must be   <    c 0    2 d   ×   % Δ c    . In the case of the wave propagation speed in the background medium (   c 0   ) being equal to 1540 m/s and the object diameter being 7.3 mm, which corresponds to sound contrasts of 10, 15, 20, 25, and 30%,  f  must be  < 1.05, 0.70, 0.53, 0.42, and 0.35 MHz, respectively. Therefore, with the transmitter’s frequency in the simulation set equal to 0.64 MHz, the Born approximation condition was satisfied with sound contrasts of 10 and 15%. In these cases, the quality of the reconstructed image was quite good and a small normalized error was obtained. On the other hand, when the Born condition was not respected, mainly with sound contrasts of 20, 25, and 30%, it was observed that the normalized error increased. However, here, a more demanding problem was also addressed: image reconstruction under a high contrast of 30%. Although the condition of the Born approximation method was not respected, the object of interest was still successfully reconstructed, despite having been affected by artifacts near its center. Thus, a good solution from the Born approximation method was still achieved. This was also investigated in [12].



Figure 9 and Figure 10 show the reconstructions obtained using the MR-DBIM (Figure 9a and Figure 10a) and MR-MF-DBIM (Figure 9b and Figure 10b) methods after the eighth iteration in the cases of two and three cylinders in the region of interest, respectively. The RREs obtained for MR-DBIM and MR-MF-DBIM methods were equal to 0.3828 and 0.2880 for the case of two cylinders, and 0.4577 and 0.3579 for the case of three cylinders, respectively. Compared with the MR-DBIM method, the RRE of MR-MF-DBIM decreased by 24.76% in the case of two cylinders and 21.80% in the case of three cylinders. Visually, one can observe that the noise in the background and objects is significantly reduced, especially in the case of two cylinders. This can be explained by the effect of gradually increasing the frequency, which can reduce noise and improve the resolution of the recovered image. Indeed, at the lower frequency, the original image is recovered with a contrast of c1. Then, at a higher frequency, the image is recovered with a contrast of c2 that is higher than c1. In fact, simply by continuously increasing the frequency, it is possible to gradually achieve the desired level of contrast in the object of interest, i.e., c*, with c1 < c2 < … < c*. The importance of such a gradual increase in frequency is that it gradually increases the resolution of the recovered image, which could possibly lead to image restoration at the biological tissue level.





4. Conclusions


The distorted Born iterative method, a quantitative method with great potential in reconstructing a target at a comparable size by the incident wavelength, has been used for imaging an object of interest in a strong scattering medium. This article presents the multi-resolution technique, which is a four-step interpolation scheme, applied to the DBIM method to speed up and enhance the imaging quality of the object of interest.



The imaging results revealed that the RRE was reduced by 18.67 and 37.21% relative to the multi-resolution technique (one-step interpolation) and DBIM methods, respectively. Furthermore, the integration of the multi-resolution and multi-frequency techniques was also considered for high-contrast object imaging, and the reduced normalized absolute error was reduced by 44.01% relative to the MR-DBIM method.



The proposed method holds promise for imaging objects at the biological tissue level, and experiments using real data should be performed in order to confirm this. Furthermore, this method could be extended to 3D imaging in future research.
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Figure 1. The studied DBIM’s measurement configuration. 
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Figure 2. Ideal functions of the objects of interest in terms of the number of involved pixels: 5 (a), 17 (b), and 33 (c), respectively. 
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Figure 3. Normalized error comparison among the DBIM, one-step MR-DBIM, and four-step MR-DBIM methods. 
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Figure 4. Reconstructed results of the DBIM, one-step MR-DBIM, and four-step MR-DBIM methods through the iterations (horizontal axes represent the lambda wavelength, and vertical axes represent the sound contrast). 
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Figure 5. Normalized error comparison between the MR-MF-DBIM and four-step MR-DBIM methods. 
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Figure 6. Reconstructed results of the MR-MF-DBIM and four-step MR-DBIM methods through the iterations (horizontal axes represent the lambda wavelength, and vertical axes represent the sound contrast). 
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Figure 7. Effect of the number of measurements on the quality of the reconstructed image. 
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Figure 8. Quality of the reconstructed image using MR-MF-DBIM in terms of the sound contrast between the object and background environment. 
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Figure 9. Reconstructions obtained for the two-cylinders case after the eighth iteration using (a) MR-DBIM and (b) MR-MF-DBIM. 
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Figure 10. Reconstructions obtained for the three-cylinders case after the eighth iteration using (a) MR-DBIM and (b) MR-MF-DBIM. 
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Table 1. Error after the first iteration using N1 × N1 (NoC-no convergence, best value in bold).
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	N1
	1
	2
	3
	4
	5



	Error
	NoC
	NoC
	0.1572
	0.1280
	0.1229



	N1
	6
	7
	8
	9
	10



	Error
	0.2082
	0.4898
	0.5078
	0.5278
	0.4525



	N1
	11
	12
	13
	14
	15



	Error
	0.5725
	0.6408
	0.6957
	0.6304
	0.6256



	N1
	16
	17
	18
	19
	20



	Error
	0.5991
	0.6302
	0.5991
	0.6215
	0.6288
















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg
Methods

MR-MF-DBIM

Four-step MR-DBIM

Iteration(s)






media/file4.png
()
10
A0
0
AR

— — .:::.
AN
AR,
.
e
e\ s... °
/ A0 e
~ ...‘..“““““....“““”“...“. .“........“.
ARG (oo
e ———————————
S RO l.......‘
v o
\
\—
\
\
- ::I
i IS—————
\ \ \ VXY .:&::
N W SR W /.....““..%"“”.....““““..o
o = = WD
QOO
(AR
R
LS R R S W W
S VO U S W W
$ € 8 ¢ 8 ¢ o

Number of pixels

Jo JusoIed

Number of pixels

Number of pixels

0
Q
X
S
o
o]
o
[]
2
€
E
z
¥
N’
¥
o
Q
X
S
o
o]
o
[]
2
€
E
z
)
]
%
o
Py
<]
o
o
£
5
=z
—
N’
<
N’





media/file8.jpg





media/file18.png
Normalized error

0.4

0.35

0.3

0.25

0.2

0.15

NEYN

0.1

[ |

[ T

—E— 242 measurements
—@— 312 measurements
—  — 390 measurements

—&— 476 measurements [

—~/& - 570 measurements

0.05

4 5
Number of iterations






media/file21.jpg
Percent of the sound contrast

Percent of the sound contrast

Number of pixels

Number of pxels:






media/file3.jpg





media/file9.png
Methods

Iteration(s)

Percent of the sound contrast
= = N N
(4] [=]

N
Percent of th

S
Percent of th

d contrast

0)|
Percent of th

e sound col
N

e sound contrast

‘\

ﬂlﬂ

\&

'.

Number of pixels

© l
Gl

i

KL ‘
(\‘-““;“'f':;\*’
"/l, ' *\v'

i
“‘“\\V\

’ "A\{‘

"“'&ﬁ\\«w
(‘!‘%“/\l :“4

|

WX\&
30L/:/: ';',';‘o, t:«
T /W "““\ \\\“\T‘\\ »
o 1”,,% W,O,\ N

W i V'X\ 4‘ ‘/A,“Y'«“"

5 v.e

Percent of the sound contrast Percent of the sound contrast Percent of the sound cortrast
@ = = N N . = = N NoW . N N W

Percert of the sound cortrast
-~ o
(6]

One-step MR-DBIM

e

' ~M

\\‘ @!.',’4\\»‘/)
e /;" &
/ 1

BT~

Nemfln
e e ' ‘0
; '%@k

\\' \
‘\"‘ ‘“"’“L‘ i
M il

0

10 “ ’
*»AV ”
1 ‘\l'"\ A‘/“

Numb f pixel Numb f pixel
e |
- /W\?\
-~ /r’/ LRGN
r - "' ™o
‘/ 1\

'(
AT ’\\\‘LQ“‘\” 4'\“"‘

/ A 0‘,

{0

N
— 7
35T//[:;/“ " ,’
ol — 7
- ﬂ!f@lf\‘} N !
25 - _ (\“’/. ‘ h
- i », ‘ '«\ | T
54 i ¥ +
0 ‘\ +
‘ | "‘ o7
) \vtV ‘VA)\ P
\ A \\4"" "‘lll\ 2
\ LYY l!/ ‘ll)\\ o '

) 2 o
Number of pixels Number of pixels

_ | ““
A \'I\"}'} l’ " ‘" >‘ ‘\/‘,
’\:,‘\b;l‘}/\
1 / ‘ NP
K '%‘,(/’ It

Percent of the sound cortrast Percent of the sound contrast Percent of the sound contrast Percent of the sound contrast Percent of the sound contrast
[ NI NI TR ) O (T Y N o B & 8 B 8 - N » = = N w
o o o (<] o (4] o o (4] (4] o (4] o (6] (4

Percent of the sound contrast
- - N [N w W
o o o o L3

Four-step MR-DBIM

Number of pixels

\
, V’A‘ “1‘0“ v ‘

Dt

V\
‘(\\ \“

i
\‘
\> M’

RO
“""0:3"%““1‘1 5

HI‘MI'I'

\






media/file22.png
Percent of the sound contrast

Percent of the sound contrast

30

20 —

10 —

1.5

30 —

20 —

Number of pixels

-0.5

I %\t\'

> 15

Number of pixels

(b)

\ '
' L
% \ \‘\\' V.
Q\\A‘/ \"A\O
\ EORAS ‘,\ N
F , (' ~/ Y= 1





media/file14.jpg





media/file19.jpg
01115

ol
01105

onl
0.1005
0109
0.1085,
0108

01075,
10

2

14

16

w2 2
‘Sound contrast (%)

2

2

£l





media/file7.jpg
Onesstep MRDBIM

Fourstep MR-DBIM






media/file10.png
Percent of the sound contrast

Percent of tt

\ /‘///l 0‘ ‘\ /[’//[ /H\\}\ //|//: / 7‘\\
| -7 ' ‘ — - . 35 -~ 7 - .
ol — ‘\vvvll e . 35 -1 T - L ‘ /
| — \t\ 'q' m - \ ‘ | - ‘\ /"\v
2l -7 A’lll*e‘f'*\“" \\\0 ’ ! o - !“"'\’&,» ( R, s 5% »"f‘ |
ST \ 0 ET 4 ¢ &,‘ ‘ £l — /"\\ TR «'..:‘:\ NS
e 2T - ‘1””““‘) s M - i " l“ «ll o
ol - g o Y §
— 2 sy
o e N
£ 10} »g 104} ‘ "
5 % . 5 s
2 5 2 ‘
2
: v »A Uty Sl
Number of pixels 22 Number of pixels Number of pixels 27 i Number of pixels 22 Number of pixels
) T~
| - - il NG
I L= | ll . S - : - T~ -
a0l 35 35 _ T ‘ / ~
AL [ “\'” '\\"'*" %0 * /: -7 ""‘\{A":"JA“"‘A!!‘I‘/"}; ™ : T < T

i

‘m\w\\\

Percert of the sound cortrast
&
Percent of the sound contrast

AN\ Z5EN
‘0.,;; \ 7%\
i
150
Q
\\ S
RIS

"& AA“IO"“I/ ' A\ A‘ [)@/ b )

Number of pixels B B Number of pixels Number of pixels B B Number of pixels Number of pixels ) . Number of pixels





media/file15.png
Methods
Four-step MR-DBIM MR-MF-DBIM
Iteration(s)

Percent of the sound contrast
Percent of the sound contrast

Percent of the sound contrast
Percent of the sound contrast

= N N w

Percent of the sound confrast

Percent of the sound contrast

Number of pixels 22 Number of pixels Number of pixels 22

Number of pixels





media/file11.jpg
0.45,

-6~ MRDBIM
—E— MRMF-DBIM

04

1 2 3 0 5 g 7 ]
Number of iterations





media/file6.png
Normalized error

0.8

0.7

-=©-- DBIM
=@+ One-step MR-DBIM
—HB— Four-step MR-DBIM

[ | [ |

4 5 6 7
Number of iterations





nav.xhtml


  electronics-11-03203


  
    		
      electronics-11-03203
    


  




  





media/file16.png
Percent of the sound contrast Percent of the sound contrast Percent of the sound contrast Percent of the sound contrast

Percent of the sound contrast

s //H*

~ | | l
+ h ~i 30 ,:, -7 /lt \“ l’\&"\‘ V%("/' \‘|r : -
{ 1R -

|

‘ ‘I)\v‘ Q'é 4
‘ V'A‘ l‘ /A
‘\" ‘7 ‘k\f«\\
Oﬁ

v('\ ‘\ ,'\0
\

\
)
’/‘
ﬁ
)

5 o
Percent of the sound contrast
o 3 o 8
=== &+ =\
=t
L\
—
:’i\\_ .
; i\’/i‘ =\
‘\/‘ \
\

\
ﬂ‘*n\%ﬁﬁ{‘?f

w P
30 /‘ - _ )\3!!‘\\“"‘!» “IA¥ ” - \l\ - ‘g /’ ‘\’ A‘"\‘“ ‘ ™
\ 14— ‘ S S »‘»» \‘» N g * ‘
2501 | /‘\ \0/'4.;,‘67 LN 2 5 | - N
0 “‘ o \IL § 15 “‘
15 ;h‘;‘ T £
10 | | ‘ E" " i
5 g g ¢ S
il il It
2 4‘/ R\ ¢ 1 “ INTAADSA )
u \‘ / = ‘L XV 4
\L »‘ N ’ \’ y 2 V /\‘3\/‘ \" \ A
A \ o - /
Number of pixels 2 -2 Number of pixels Number of pixels 4 4
- - /\'T N [ - /; -
- - T~ > ‘ - | \
- | | - - ‘ ! -t “\ "\ ‘ /l
35— /‘///| ‘/' “' \\:\ S 77)'30%/* | \‘:‘2‘}’,"']‘@’0‘
et Ll T e
<5 “‘ ~ ~ Q ~
ml =7 ‘)!4»2%&\\\‘*1‘ N 8 i \0}’
ol -~ T o
. :_%_’ 15
2 10
10 8
5 g °
.

Number of pixels 2 Number of pixels Number of pixels ® Number of pixels
T o
S i R | \\‘i
35 /‘///I /"‘l\"‘/ \\:\\i\\ 5 0L~ ~17 ““ ’ /b‘tvlb" \\:
ol -7 \0""\\.%}""4"& ”I; S .l -7 e I\\ I """ A IR
- “‘tVA\»At 5+ ™~ o § B+ I ~ ’ < V ~
R s SR 5 - NI S e
By w\eq,:«»' RS - s - \'v/' S~
20 - ‘ + 3 l_ - i~ I~
o 15 7 | N
15 E= - i~ |~
20 i > b
10 E l - ‘\w ~ - \:\ -
5 8 m
\
2 \ , l'»l‘\‘

: 2 ° “ 1\\\r ?)‘

0

WA
‘ “V/A\" YA

.‘ | .

Number of pixels Number of pixels

///\\ l /H\\|
- o~ AT
e e i/’r/ )“ NN
_ | - - v T
=1 A JlnaA oo Il T
|17 ARSI

‘ ~

AP \'
\"' . '_ »\“'
MOSSK "l /’:‘:\'\\“" R

b

\l\
t !,

3 0»
‘!) A\ A 0

t\::,;‘, S8 "“"‘"“\ i~

Percent of the sound contrast

R N\
2 " \ \A:v;‘; \
) W S

5

'*‘?“A 7 ‘
N@'@«N 55 MRS
5

2 -2 . Number of pixels

Number of pixels Number of pixels

Number of pixels





media/file2.png
QEQ

\\\\?\Y;VQ. V4

Bessel beam





media/file20.png
Normalized error

0.1115

0.111

| | |

0.1075
10

12

14

16

18 20 22
Sound contrast (%)

24

26

28

30





media/file23.jpg
Percent of the sound contrast

Percent of the sound contrast

Numberof prels

Number ofpiels





media/file5.jpg
Normalized error

0.8

0.7-

--©-- DBIM
@+ One-step MR-DBIM
—&— Four-step MR-DBIM

4 5 6 7 8
Number of iterations.





media/file24.png
Percent of the sound contrast

Percent of the sound contrast

30 L -

25 —
20 |
15 -
10 -
5 —

-0
*
S

2 SO

Number of pixels

-

~
-~

\‘ ‘v

2 |

- AN - o |
R/ AR T
U el T
e

RS S
\\\\| \\l\‘

= —

e
/
SN OIS, 4

~/

/

/

S % o —

=N T A
VP ‘V‘,"\,‘“\’,/A§ A
\»\" N '

-0.5

Number of pixels Number of pixels





media/file1.jpg
oS






media/file12.png
Normalized error

0.45 1

-=-©-- MR-DBIM
—&— MR-MF-DBIM

0.1 { ! | | { {
1 2 3 4 5 6 7 8

Number of iterations





media/file0.png





media/file17.jpg
Normalized error

035

Podon

242 measurements
312 measurements
390 measurements
476 measurements
570 measurements






