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Abstract: Medical imaging is a complex process that capitulates images created by X-rays, ultrasound
imaging, angiography, etc. During the imaging process, it also captures image noise during image
acquisition, some of which are extremely corrosive, creating a disturbance that results in image
degradation. The proposed work addresses the challenge to eliminate the corrosive Gaussian additive
white noise from computed tomography (CT) images while preserving the fine details. The proposed
approach is synthesized by amalgamating the concept of method noise with a deep learning-based
framework of a convolutional neural network (CNN). The corrupted images are obtained by explicit
addition of Gaussian additive white noise at multiple noise variance levels (σ = 10, 15, 20, 25). The
denoised images obtained are then evaluated according to their visual quality and quantitative
metrics, such as peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM). These
metrics for denoised CT images are then compared with their respective values for the reference CT
image. The average PSNR value of the proposed method is 25.82, the average SSIM value is 0.85, and
the average computational time is 2.8760. To better understand the proposed approach’s effectiveness,
an intensity profile of denoised and original medical images is plotted and compared. To further
test the performance of the proposed methodology, the results obtained are also compared with
that of other non-traditional methods. The critical analysis of the results shows the commendable
efficiency of the proposed methodology in denoising the medical CT images corrupted by Gaussian
noise. This approach can be utilized in multiple pragmatic areas of application in the field of medical
image processing.
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1. Introduction

Medical imaging uses various processes and modalities to obtain images of different
human body organs for diagnostic and therapeutic purposes. During this process, these
images also capture unwanted artifacts, which require pre-processing, i.e., image denoising.
The field of medical image denoising has seen rapid development over the past few
decades to become a significant part of critical disease diagnosis [1]. Medical image
processing and denoising observe a wide scale of applications which include: (i) brain tumor
diagnosis and classification (from “benign” to “malignant”) using computed tomography
(CT) and magnetic resonance imaging (MRI) scans, [2] (ii) treatment of craniofacial fractures
with the help of ultrasound and CT scans, which includes 3D-imaging technology to
produce high-quality images for orthopedic diagnoses, (iii) quick and accurate breast cancer
detection followed by its classification from benign to malignant, (iv) diagnosis of congenital
heart defects, (v) early detection of heart valve disorders, applying distinct techniques,
such as electrocardiograms, chest X-rays, ultrasound imaging, Doppler techniques, and
angiography, etc., (vi) accurate examination of tuberculosis and treatment for delimitating
the spread of infection, (vii) detection of pathological brains by MRI scanning, and (viii)
diagnosis of birth defects in babies. Medical image analysis includes multiple types of
images, which vary based on how they are generated and appear. Each of them is corrupted
by different types of noise, which degrade their image quality.

Ultrasonography is a well-established medical imaging technology, that applies high-
frequency sound waves to analyze the structure of the different organs inside the human
body [1]. Due to the back-scattering, a phenomenon that occurs when the ultrasound
waves propagate through a biological medium, the images are contaminated with speckle
noise, obfuscating the pertinent details and reducing the contrast of the soft tissues, thereby
degrading their overall visual quality. Various filtering techniques and despeckling al-
gorithms are applied, which include spatial domain filters during pre-processing and
post-processing of images, such as a median filter, bilateral filter, Lee’s filter, Frost’s filter,
squeezebox filter, Rayleigh maximum likelihood filter, and speckle-reducing anisotropic
diffusion filter, and transform domain filters, consisting of wavelet thresholding-based,
coefficients correlation-based, and Bayesian estimation-based techniques [3]. The computa-
tion complexity must be as low as possible since the despeckling of these images is done at
run time. The medical diagnosis involving radiology testing, which uses magnetic fields
and radio waves to produce 3D images, is widely known as magnetic resonance imaging
(MRI), progressively becoming vital in clinical routine. Although relatively expensive,
this technique produces detailed images of the structures of internal parts of the body,
including the brain, spinal cord, bones and joints, heart, blood vessels, breast tissues, and
other internal organs, with the help of MRI scanners and computers. The image quality
is generally degraded by Rician noise [4]. The image denoising techniques should cover
the aspects, such as edge-preservation and robustness to any artifacts, and some of the
basic techniques include filtering methods, approaches of transform domain, statistical
techniques, low-rank approximation, etc. Some of the notable ones that have been proven
to be very effective in denoising Gaussian noise are the non-local means approach, wavelet
sub-band coefficient mixing, unbiased kernel regression, block matching 3D, and so on.
X-rays penetrate the body to create images of the different parts inside the body in variant
shades of black and white, based on their distinct absorbance capacity. They are usually
applied in computed tomography or CT scans [5].

The images produced are commonly corrupted by Poisson–Gaussian noise, which
can be denoised using many different approaches, such as sinogram filtering techniques—
including stationary wavelet transform, simple local average filtering, wiener filtering, and
utilization of residual network during construction of CT images—iterative reconstruction
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techniques comprising of the total variation, non-local means approach, compressed sens-
ing, 3D feature constrained reconstruction, and lastly, post-processing techniques involving
artifact suppressing dictionary learning, discriminative feature representation, and low-
rank recovery. Positron emission tomography (PET) is a procedure that involves nuclear
imaging to provide information about the operation of different tissues and organs. These
images are usually degraded by a low signal-to-noise ratio and blurred edges caused by
Poisson–Gaussian noise, and for effective denoising, post-processing techniques are manda-
tory [5]. Some of them include local adaptive filtering, non-local means filtering, bilateral
filtering, and the use of curvelets to achieve denoising. The research suggested treating
the image and noise components equally and naturally transforming the image-denoising
work into an image decomposition problem. To represent the noise and the medical image
concurrently, they introduced a two-stage deep CNN-based image denoising [6]. This
proposed method designed for edge preservation is different in terms of image decomposi-
tion. The study performs decomposition on the image and reduces the noise while in the
proposed methodology; noisy components are classified separately and eliminated.

The main emphasis of this research has been set on the concept of method noise, which
might seem to be a niche and not a well-exploited technique in the area of image processing
but is a decade-old technique that focuses on edge preservations and specific image feature
preservation while working with residual noise. It is usually used as a post-processing step
to improve the resultant denoised image both in terms of qualitative, as well as quantitative,
analysis [7]. The restoration of an image has shown exceptional results, and hence, the
technique has the potential to be utilized in a wide range of applications, for example,
medical image denoising, SAR image despeckling, digital image denoising, and so on. This
paper presents a hybrid framework using the concept of method noise on a single-level
basis with DnCNN for the denoising of medical CT images, which is a collection of deep
neural networks and has shown cardinal efficacy in the field of image denoising due to the
presence of well-trained neural preceptors via multiple layers [8].

1.1. Important Aspects That Contribute to the Degradation of the Overall Quality of CT Scan Images

CT picture quality depends on numerous things. Major image quality factors include:

• Blurring: Patient mobility might cloud CT reconstructions. Uncooperative patients,
breathing, heartbeats, etc., might cause patient movement. The patient’s z-direction
mobility complicates reconstruction techniques. Image reconstruction techniques use
variable locations and spacing to simplify CT image reconstruction. However, patient
z-direction movement should be regulated, since picture blurring relies on speed [9].

(i) Equipment operation causes blurring.
(ii) Correct procedure factors.
(iii) Patient movement blurring.
(iv) CT number variation between pixels for homogenous material scans.
(v) Some noise-reduction filter techniques or incorrect settings blur the picture.

• Field of vision (FOV): A CT image reconstruction area. If a reconstructed CT picture is
too tiny or large, it may be difficult to spot anomalies and reduce CT image quality [9].

• Artifacts: Unrelated picture distortion or inaccuracy. Artifacts are CT number discrepan-
cies. Beam hardening, partial volume effect, metal artifacts, patient motion, etc.

(i) Beam hardening: An X-ray beam traveling through the patient raises its average
energy. Cupping describes this item. To prevent it, one can increase kvp,
decrease slice thickness, pre-filter X-rays, avoid high-absorbing locations, and
use appropriate algorithms.

(ii) Metal artifact: Dental fillings, prosthetic devices, surgical clips, etc., may ob-
struct projection data and generate streaking artifacts. Any metal can be re-
moved to lessen this artifact [10].
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(iii) Patient motion: Voluntary and involuntary movements may induce streaking
in the reconstructed picture. Motion reduction, scan time reduction, immobi-
lization, and placement assistance may help.

(iv) Software and hardware-based artifacts: Poor software inputs and equipment
may cause CT image artifacts. Mechanical failure, low gantry rigidity, me-
chanical assignment, aliasing, detector sampling, staircase, tube arcing, etc.,
might cause artifacts. Bad reconstruction parameterizations impair CT picture
quality. The detector setup, tube current, tube potential, reconstruction method,
patient placement, scan range, reconstructed slice thickness, and pitch may be
optimized to enhance CT picture quality.

• Visual noise: Noise decreases picture quality. Acquisition, transmission, mathematical
calculation, and voxel attenuation coefficient fluctuation may cause CT image noise.
Visual noise degrades low-contrast items [10].

1.2. Major Contribution

The present study tried to improvise the result obtained in the study by Zhang et al.,
2017 [11] by incorporating the concept of method noise as a post-processing operation. The
study [11] presented an efficient CNN-based image denoising method on optical images.
In the present study, an improvised methodology is adapted by adding method noise. This
provides an improved result, and it majorly contributes to the following aspects:

1. A CT image denoising technique is proposed using a hybrid combination of CNN
and method noise. Here, method noise is applied as a post-processing operation.

2. This hybrid denoising approach is specifically designed for better edge and fine
details preservation.

2. Literature Review

Different types of medical images can be differentiated on the grounds of their ap-
pearance, the results they produce, and their applications. For instance, X-ray, computed
tomography (CT), magnetic resource imaging (MRI), ultrasound, and positron emission
tomography (PET) are some mundane examples of known and commonly used medical
imaging techniques [12]. Deliberating the variegated types of medical images and their
disparate characteristics in terms of resolution, speed, cost, and fundamental nature, differ-
ent types of sound exist and thus require different types of image-denoising techniques.
Although X-ray testing imageries are tinted by Poisson noise inheriting corruption charac-
teristics from photon shot noise [12]; speckle noise is responsible for hampering the quality
of ultrasound noise [13]. The detection of brain tumors of various categories has been done
based on the analysis of magnetic resonance imageries by implementing a genetic bases
algorithm amalgamated with an SVM machine [14]. The work shows promising results
with accurate values when considering a particular type of brain tumor but is not tenable
when working on different types of tumors by the application of the same methodology.
WB filters have also been in the spotlight for achieving the same results from a different
perspective [15]. Moreover, many authors chose to use concepts of wavelet decomposition
for segmentation in MRI images [16] or implement SVM amalgamated with probabilistic
neural network classifiers (PNNCs) in brain tumor tomography [17]. In contrast, the con-
sidered methodologies show tenable results in a particular niche category of brain tumor
but fail to build robust mythologies that show equally promising results on other types of
tumors. Additionally, some acumen for the field has been shown by authors, such as Elalfi
et al. [18], on medical echocardiography imageries by utilizing attributes features from
intensity histogram and gray level co-occurrence matrix (GLCM) utilized by the combined
implementation of the backpropagation artificial network (BP ANN) and processing tech-
niques, namely Gaussian filter and Gabor filter, to detect cardio muscular valve maladies.
Though the work presents pristine results due to the complexity can be challenging to
implement within limited computational power, storage, and time complexity.
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Other hybrid approaches include work done by Somnath et al. [19], who propose
a robust medical image denoising technique by optimizing the genetic algorithm via
stochastic and randomizing the same, thereby segregating the image in fixed-sized blocks
for wavelet transformation, showing the limited scope and appearing very insular or
limited in nature. Handling speckle noise or denoising speckle noise in medical imageries
has also shown esteem growth. Viswanath et al. [20] implement a combination of Gabor
filter and artificial neural network (ANN) on ultrasound imageries to comprehend kidney
abnormalities. Although the work presented is acute and precise for the considered
data set, the scope of further application of the methodologies appears limited. Some
groundbreaking work is done by combining the median filter and bilateral filter and
comparing the results to median, wiener, and bilateral filters, thereby each pixel in an
image is substituted to the weighted average of intensity values from proximity pixels, and
a second filter is used to minimize the mean square error between the estimated values [21].
Thus, it has successfully developed and implemented a novel approach known as WB
filters. Other methods that aim to improve the quality of medical images use a medley of
speckle reduction methods and coherence enhancement techniques with total variation
methods via wavelet shrinkage on ultrasound [22].

The literature on denoising speckle noise in medical images also includes hybrid ap-
proaches amalgamating bilateral filtering, wavelet thresholding, and transform domain [23].
The methodologies are effective and have multiple applications, but the presented work
fails to display the various applications on the grounds of results and empirical imple-
mentation. Various techniques in medical image denoising that enhance the traditional
approaches include work performed by author Gabriella [24], which alters the wavelet
coefficient schema in the soft-threshold method, and this approach shows promising results
and scope for future work with tenable empirical analysis. Moreover, sister denoising
techniques in medical images that estimate noise variance and restore the images include
pristine work done by proposing a robust and novel blind imagery [25], a deconvolutional
technique inherited from noise variance estimation; this model primarily performs noise
variance estimation and eventually restores images by least-square filter method using
the previously estimated parameters at each gradation. Advanced denoising and image
smoothing approaches include techniques proposed by author Chong [26], which address
the issue of super-resolution imageries in medical images by the implementation of a hybrid
approach, combining the use of a thin plate reproducing kernel Hilbert space (RKHS) and
Heaviside functions. This method function of image smoothing, i.e., the edge smoothing,
is performed by Heaviside functions, while RKHS performs others. Recently, CNN or
convolutional neural network is being implemented amalgamated with various techniques,
such as fuzzy c-means, k-mean, vector machine support, bilateral filters, FCM algorithms,
and genetic algorithms, for exploring various uncharted grounds of the same [27–29]. The
upcoming methods implementing convolutional neural networks include novel work done
by residual noise learning as a learning methodology, along with batch normalization
to obtain astute results on the ground of denoising and processing time, as analyzed by
various matrices, such as PSNR, among others [30]. Heterogeneous medical image de-
noising poses a problem for various parochial denoising techniques that can be handled
by implementing the combined approach of auto decoders and CNN to give robust, not
precise results [31]. Another sister approach that leverages a supervised deep learning
model [30], CycleWGANs, to improve low-dose PET image quality via the implementation
of recently published deep learning methods (RED-CNN and 3D-cGAN) also provides
efficient results, but its application is limited to PET scans.

Moreover, some latest state-of-the-art medical image denoising techniques include
the use of a bio-inspired optimization-based filtering system implemented by CNN [32],
where Gaussian and spatial weights influence the deliberation of medical images. The
issue of robustness in medical image denoising and classification is addressed by [33,34],
which successfully performs the task of image classification and denoising by amalgamat-
ing various CNN frameworks, naturally implanted auto-encoder, and high-level feature
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invariance at two sets of medical image tasks. The authors in [35–41] discussed image
denoising-related techniques in multi-domains but related to the image. They have dis-
cussed reducing speckle noise from synthetic aperture radar images. They have discussed
multi-focus and multi-modal image fusion keeping image deblurring in mind. A new
image processing-based technique, C19D-Net, has been presented in work [42] to aid
radiologists in improving their accuracy in identifying COVID-19 from chest X-ray (XR) pic-
tures. Applying the InceptionV4 architecture and Multiclass SVM classifier, the proposed
method extracts deep learning (DL) features to detect and categorize COVID-19 infections
into four groups. In this study, we explore how to retrieve photos of plant leaves based
on various attributes that have potential applications in the plant business [43]. Leaf types
and diseases can be determined using a variety of picture attributes. A well-structured
computer-assisted plant image retrieval strategy that can use a hybrid combination of the
color and shape properties of leaf pictures for plant disease identification and botanical
gardening in the agriculture sector is necessary for this aim [44].

3. Proposed Methodology

With the assumption that noisy CT images are corrupted by Gaussian probability
distribution, a hybrid denoising method is proposed using method noise-based CNN. Here,
a deep learning-based convolutional neural network (CNN) framework was implemented
to address the corruption of medical images due to Gaussian noise. A pre-trained CNN
that leverages deep learning architectures and image regularization methods were merged
and custom fitted for this study [45]. This framework has been trained to denoise images
contaminated with Gaussian noise, but unlike existing discriminatory models, this model
is designed to handle unknown values of noise in the input image, making it markedly
superior and more robust than its competitors. In this study, a hybrid technique imple-
menting the “method noise-based CNN denoising approach” has been proposed. The
state-of-the-art methodologies, in comparison with the proposed method, shows major
decimation. The difference between the noisy image and the denoised image is the method
noise (residual component). This often contains structural details and other minute artifacts
that have been omitted due to imperfections or limitations of the denoising technique. By
recovery followed by filtering of these fine details from the method noise and then adding
them to the previous denoised image, the quality of the final denoised image could be
further improved.

In this study, the cardinal usage of method denoising was applied to enhance the
quality of medical images, specifically CT scan images. By successfully passing the image
through ReLU and normalization filters, the neural network excludes important features,
such as the sharpness of edges and proximity of pixels, that might be mundane to the
algorithm but are palpable to the denoised image. By applying the method of noise-based
CT image denoising, the denoised image was subtracted from the noisy image to generate
the matrix representing the noise. On subsequent subtraction of the noise matrix from the
noisy image, the loss of finer detail in the network is circumvented [46]. The Gaussian
additive white noise (AWGN) is affixed to the original image at 1% to 2%. The noise is
evenly distributed through the imagery plane with density values, following the normal
distribution “bell curve”. Mathematically, the addition of Gaussian white noise can be
shown as:

w(x, y) = i(x, y) + n(x, y) (1)

where i(x,y) is the original signal, n(x,y) is the added noise, and w(x,y) is the final image,
with (x,y) determining the pixel location in the worldview plane. The bell curve follows a
probabilistic distribution represented as:

F(g) =
1√

2πxσ2
e−(g−m)2

/2σ2 (2)



Electronics 2022, 11, 3535 7 of 19

where g represents the gray level, m is the mean or average of the function, and σ is the
standard deviation of the noise. Its nature is such that even at the minuscule percentage of
0.1, the image quality is excessively corrupted. A brief overview of the proposed method
using a flowchart is shown in Figure 1.
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A brief description of the proposed methodology is summarized in below steps:
Step 1 (Input image): Read the input noisy CT image (A).
Step 2 (Perform CNN): Generally, given a CNN, denoted by A, having n architecture-

related parameters λ1, . . . , λn whose decision spaces are Λ1, . . . , Λn, respectively, the
CNN architecture design is to optimize the problem formulated as follows:

{argarg minλ L(Aλ, Dtrain, Dvalid) s.t. λ ε Λ (3)

Here, λλ = {λ1, . . . , λn}, ΛΛ = Λ1 × . . . × Λn, Aλλ denotes the CNN A adopting
the architecture parameter setting λλ, and L(·) measures the performance of Aλλ on the
validation data Dvalid after Aλλ has been trained on the training data Dtrain. In the
case of classification tasks, L(·) measures the classification error of the tasks to which
A is applied. Typically, gradient-based algorithms, such as stochastic gradient descent
(SGD), are employed to train the weights of Aλλ, as L(·) is differentiable (or approximately
differentiable), with respect to the weights. To optimize the CNN model, the following loss
function is utilized for minimizing the error:

l(θ) =
1

2N

N

∑
i=1
‖R(yi; θ)− (yi − xi)‖2

F (4)

For the presented deep CNN architecture, the CNN network implemented has three
layers, each different layer corresponding to a different function.

• Layer 1—Convolutional layers with ReLu, 64 filters each of dimensions
3 × 3 × [no. of channels] to produce 64 feature maps and rectified linear units.

Channels for gray image = 1; Channels for color image = 3(RGB)

• Layer 2—Convolutional layers, ReLu with batch normalization by adding 64 filters to
each of dimensions 3 × 3 × 64, such that batch normalization is added between each
convolutional and ReLu layer.

• Layer 3—Final convolutional layer used for image reconstruction via 64 each filter of
size 3 × 3 × 64.

In this model, two main features are used: the residual learning formulation is adopted
to learn R(y), and batch normalization is incorporated to speed up training, as well as
boost the denoising performance. By incorporating convolution with ReLU, CNN can
gradually separate image structure from the noisy observation through the hidden layers.
Such a mechanism is similar to the iterative noise removal strategy adopted in methods,
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such as EPLL and WNNM, but the CNN is trained to accommodate the entire process
from start to end. The CNN is a deep-learning model trained to recreate the image while
simultaneously removing the noise. In this model, not unlike other models, the layers
perform three variants of complex computation as expounded. For a network of D depth,
the first layer applies Conv + ReLU leveraging a sliding window, charting the features of
the image into 64 convolution feature maps of lower dimensions, referencing ReLU as the
activation function for non-linearity. The succeeding 2–(D-1) layers use an amalgamation of
Conv + BN + ReLU to inflate the feature maps to the size of the image by inserting padding
elements, following which feature mapping can be repeated. This process continues with
convolution vector generation and pooling occurring in alternation whilst the last layer
uses a filter of size 3 × 3 × 64 to reconstruct the denoised imagery. The input of each
layer is the output of the preceding layer, hence, the prospect arises to implement residual
learning, allowing for the exclusive removal of the remnants of the underlying clean image,
thereby making the system generate consistent results impartial to the content of the image.

Step 3 (Method noise-based CNN): This is the most crucial section of this study. In
this step, the method noise is extracted from the denoised image. Next, it is re-iterated into
the DnCNN for refinement and recovery of any minuscule structural information that has
been missed in the original denoising cycle. The output after this cycle gives the denoised
counterpart of the method noise, which is superimposed on the previous denoised result to
synthesize the outcome (Equation (3)).

Method noise implementation:

b = DnCNN(a) (5)

c = a− b (6)

D = DnCNN(c) (7)

e = b + d (8)

where a = original noisy image, and e = final denoised image
Step 4: D is the subtracted image that contains the residual component. Now apply

CNN over a subtracted image (D) and obtain a filtered subtracted image (E).
Step 5: To get the final denoised image, perform addition between intermediate results

as below:
F = E + B

F is the final denoised image.

4. Experimental Result and Analysis
4.1. Training Dataset

To train the model, 2500 images were extracted from the ELCAP Public Lung Image
Database and utilized to simulate white Gaussian noise. The training images were divided
into 603 individual 512 × 512 patches and saved as *.bmp files. The size of the patch was
determined to be 65 × 65. The patch size was decided to be 65 × 65 for the following
reasons: the designed network is comprised of two sub-networks, each of which has a
depth of 17, the depth of BRDNet is 18, and the receptive field of one network is 2 times 17
plus one, which equals 35, while the receptive field of the other network is 61. If the patch
size is going to be bigger than the size of the receptive field, the planned network is going
to need extra computational cost. Nevertheless, the patch size is bigger than the receptive
field size of the first network, which means that it can give supplementary information for
the second network. Therefore, a patch size of 65 is appropriate to strike a balance between
effectiveness and performance [47].

4.2. Testing Dataset

White Gaussian noise is used for the training of the denoising model in the process of
gray-noise picture denoising. The authors of this study have selected the ELCAP Public
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Lung Image Database as their test dataset in accordance with the DnCNN and FFDNet
methodologies. The dataset that was employed contains more than 2000 CT pictures, each
of which is 512 pixels wide and 512 pixels high. Table 1 shows a qualitative result analysis
of the proposed methodology using different performance metrics, i.e., PSNR and SSIM
with different numbers of Epochs. The result analysis is tested over 2500 CT images with
different numbers of epochs. The average result of PSNR and SSIM with the different
number of epochs is shown in Table 1. Here, the authors observed that the best result of
PSNR and SSIM is obtained with 30 epochs. Hence, for the proposed methodology, we
tested all results with 30 epochs [48].

Table 1. Performance metrics with different epochs.

Epochs PSNR SSIM

1 29.99 0.8012

5 29.54 0.8152

10 29.78 0.8132

15 30.17 0.8238

20 31.23 0.8236

25 32.01 0.8622

30 31.43 0.9093

In this section, the experimental results of the proposed method over noisy CT images
with their performance aspects are presented. All the experiments are performed on the
standardized and simulated CT image data set with artificially introduced white Gaussian
noise. Additionally, qualitative, quantitative, and graphical analysis is done to provide
evidence for the efficacy of the proposed method. The reference CT image dataset is shown
in Figure 2. The CT images are of [512 × 512] resolution size, which is used for consistency.
This framework can work with dynamic image size, and performance commensurate to
the available hardware. The image shown in Figure 2d refers to grayscale using built-in
MATLAB functions before use.
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Figure 2. Online access database of original CT images [49]; (a) Reference CT1 image; (b) Reference
CT2 image; (c) Reference CT3 image; (d) Reference CT4 image.

4.3. Qualitative Analysis

Figure 3 shows the corruption of a CT image after the addition of 20% Gaussian noise.
The degradation in image quality is visible to the naked eye without aid when compared
to the original CT image. Figures 4–11 show the denoised CT images, corresponding to
CT images in Figure 3 and generated from various denoising models. The results show a
discernible reduction in both the gaussian noise introduced, as well as the noise present in
the original CT image whilst safeguarding the finer details present in it.
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For effective comparison to other systems available out there, this system has been 
pitted against seven of the most robust and widely used denoising techniques out there, 
i.e., Figures 4–11. All the denoising frameworks performed reasonably well, with similar 
levels of denoising in their outputs, within a certain margin of error and variations. The 
result from these techniques for four CT images is displayed in Figures 4–11. The CT im-
age manipulation gave rise to redundant overcorrection, cumulating in distortion of the 
black borders and the introduction of fuzziness. Only two CT images from the rivaling 
systems have managed to preserve the blackness of the outer borders in the CT images. 
The result from [45] in Figure 9c is the least clear, with distortion visible to the unaided 
observer. A similar problem is observed in Figure 4a,c, where the system overcorrects, 
introducing more distortion instead of improving clarity. Figure 10d comes closest to the 
original, though the proposed framework is superior, as illustrated in the next section. 
From Figure 11a–d, it is very clear that the proposed algorithm gives better outcomes in 
comparison to existing methods in terms of clinical features, such as edges, textures, con-
trasts, and brightness. 

Figures 12 and 13 analyze the region of 45 × 45 that has been considered to be the 
upper right area of the center in a region containing all types of details, including edges, 
shade gradient, and extremities, in contrast values. This region was mapped in the same 
area for all the noisy and denoised CT images using built-in MATLAB functions. Post this, 
magnification shows the edge reconstruction and contrast restorative properties of this 
framework in grandiose detail in Figure 14. The white regions of details are visible with a 
high level of clarity in the denoised CT images in Figure 14. The Gaussian noise is also 
clearly visible in the magnified view, as seen in Figure 14 (a–c). The recovery from Figure 
14(c) is beyond the capability of any human expert, which is done flawlessly by the sys-
tem. 

Figure 10. Result of image denoising method using CNN autoencoders [47]; (a) Denoised CT1 image;
(b) Denoised CT2 image; (c) Denoised CT3 image; (d) Denoised CT4 image.
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For effective comparison to other systems available out there, this system has been
pitted against seven of the most robust and widely used denoising techniques out there,
i.e., Figures 4–11. All the denoising frameworks performed reasonably well, with similar
levels of denoising in their outputs, within a certain margin of error and variations. The
result from these techniques for four CT images is displayed in Figures 4–11. The CT image
manipulation gave rise to redundant overcorrection, cumulating in distortion of the black
borders and the introduction of fuzziness. Only two CT images from the rivaling systems
have managed to preserve the blackness of the outer borders in the CT images. The result
from [45] in Figure 9c is the least clear, with distortion visible to the unaided observer. A
similar problem is observed in Figure 4a,c, where the system overcorrects, introducing more
distortion instead of improving clarity. Figure 10d comes closest to the original, though the
proposed framework is superior, as illustrated in the next section. From Figure 11a–d, it
is very clear that the proposed algorithm gives better outcomes in comparison to existing
methods in terms of clinical features, such as edges, textures, contrasts, and brightness.

Figures 12 and 13 analyze the region of 45 × 45 that has been considered to be the
upper right area of the center in a region containing all types of details, including edges,
shade gradient, and extremities, in contrast values. This region was mapped in the same
area for all the noisy and denoised CT images using built-in MATLAB functions. Post this,
magnification shows the edge reconstruction and contrast restorative properties of this
framework in grandiose detail in Figure 14. The white regions of details are visible with
a high level of clarity in the denoised CT images in Figure 14. The Gaussian noise is also
clearly visible in the magnified view, as seen in Figure 14a–c. The recovery from Figure 14c
is beyond the capability of any human expert, which is done flawlessly by the system.
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4.4. Quantitative Analysis 
To validate the proposed algorithm via empirical means, comparisons have also been 

made based on CT image metrics. Two of the most widely used reference-based matrix, 
namely PSNR and SSIM, formed the groundwork for valuational criteria. These PSNR 
and SSIM values for the four CT scan images are compiled in Tables 2 and 3, respectively. 
Each system has worked on 16 cases, corresponding to four progressively greater noises. 
On comparing the different values, it is clear beyond a shred of doubt that the proposed 
framework outperforms its competitors in 100% of the cases considered. In engineering, 
PSNR refers to how well a signal is preserved, relative to how much its representation has 
been tainted by noise. The higher the PSNR value, the better the denoised image is con-
sidered. SSIM is a perceptual metric that measures how much impact operations, such as 
data compression or transmission losses, have on an image’s perceived quality. The range 
of SSIM lies between 0 and 1. The nearer value to 1 is considered as better denoising. 

Table 2. PSNR values of the proposed method with other compared methods. 

Noise Variance (Σ) 10 15 20 25 10 15 20 25 
Source CT image 512 × 512    512 × 512    
Wu. D. et al., 2017 [21] 32.01 26.47 24.28 23.48 31.93 28.17 27.42 25.33 
Ahn. B. et al., 2017 [22] 31.23 25.73 23.57 22.33 30.27 27.57 26.32 24.67 

Figure 12. Noisy CT images with various noise variance levels (a) 1% Gaussian noise, (b) 1.5%
Gaussian noise, and (c) 2% Gaussian noise.
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4.4. Quantitative Analysis

To validate the proposed algorithm via empirical means, comparisons have also been
made based on CT image metrics. Two of the most widely used reference-based matrix,
namely PSNR and SSIM, formed the groundwork for valuational criteria. These PSNR
and SSIM values for the four CT scan images are compiled in Tables 2 and 3, respectively.
Each system has worked on 16 cases, corresponding to four progressively greater noises.
On comparing the different values, it is clear beyond a shred of doubt that the proposed
framework outperforms its competitors in 100% of the cases considered. In engineering,
PSNR refers to how well a signal is preserved, relative to how much its representation
has been tainted by noise. The higher the PSNR value, the better the denoised image is
considered. SSIM is a perceptual metric that measures how much impact operations, such
as data compression or transmission losses, have on an image’s perceived quality. The
range of SSIM lies between 0 and 1. The nearer value to 1 is considered as better denoising.

For PSNR, increase in noise by 0.5% proliferated a decrease of 2–3 points in PSNR.
This result is consistent among all results for all four CT images. Considering the case of
SSIM, only [45] was close to the proposed framework with a 0.0020, while lower noise
levels subsequently lagged further behind at a gap of 0.0400 at higher noise levels. The
maximum difference of 0.24 gives it an amazing score increase of around 24%. Over-
all [35] had lower PSNR scores than the rest, with a minimum of 1 point lower than the
others. [35] had the lowest value of 20.97 for CT image no.4 at 25 noise variances; this is
considered substandard and might arise due to unknown factors. [21,45] have PSNR values
closer to the proposed technique at a noise of 5, but the difference increased for higher
noise values.
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Table 2. PSNR values of the proposed method with other compared methods.

Noise Variance (Σ) 10 15 20 25 10 15 20 25

Source CT image 512 × 512 512 × 512

Wu. D. et al., 2017 [21] 32.01 26.47 24.28 23.48 31.93 28.17 27.42 25.33

Ahn. B. et al., 2017 [22] 31.23 25.73 23.57 22.33 30.27 27.57 26.32 24.67

Tian. C. et al., 2019 [23] 30.17 24.48 23.76 23.98 29.17 26.46 26.11 23.33

Tian. C. et al., 2020 [35] 29.99 28.01 26.51 25.07 27.21 24.34 23.54 22.78

Liang. et al., 2015 [45] 31.43 27.33 25.38 24.75 31.97 28.49 28.11 26.48

Jifara. et al., 2019 [46] 29.78 25.33 23.96 23.65 29.64 26.13 25.22 23.33

Gondara et al., 2016 [47] 29.54 26.47 24.22 22.34 28.46 25.21 24.55 21.22

Proposed 30.11 28.65 27.32 25.96 30.91 28.05 26.92 25.06

Source CT image 512 × 512 512 × 512

Wu. D. et al., 2017 [21] 31.11 28.27 27.01 24.56 30.57 27.46 27.73 24.34

Ahn. B. et al., 2017 [22] 30.57 27.12 26.75 23.75 29.57 26.47 26.34 22.33

Tian. C. et al., 2019 [23] 29.48 26.43 25.85 22.22 28.46 25.45 25.53 23.34

Tian. C. et al., 2020 [35] 31.12 28.89 27.19 25.95 31.38 28.47 28.19 25.23

Liang. et al., 2015 [45] 29.89 25.43 24.97 22.10 27.45 24.62 24.76 22.64

Jifara. et al., 2019 [46] 29.01 24.83 23.75 21.11 26.46 23.12 23.58 21.56

Gondara et al., 2016 [47] 27.02 24.19 22.34 22.35 25.45 22.12 22.23 20.97

Proposed 30.48 27.38 26.57 25.93 31.95 29.58 28.58 26.76

Table 3. SSIM values of the proposed method with other compared methods.

Σ 10 15 20 25 10 15 20 25

Source CT image CT1 512 × 512 CT3 512 × 512

Wu. D. et al., 2017 [21] 0.8352 0.8193 0.7363 0.7543 0.7832 0.7832 0.7653 0.7342

Ahn. B. et al., 2017 [22] 0.8132 0.7948 0.7242 0.7345 0.7421 0.7543 0.7419 0.7221

Tian. C. et al., 2019 [23] 0.7938 0.7531 0.6972 0.7234 0.7313 0.7312 0.7312 0.6736

Tian. C. et al., 2020 [35] 0.8412 0.8234 0.8112 0.7653 0.8352 0.8181 0.7836 0.7646

Liang. et al., 2015 [45] 0.7836 0.7234 0.6553 0.6993 0.7131 0.6934 0.7001 0.6835

Jifara. et al., 2019 [46] 0.7322 0.7039 0.6443 0.6536 0.6938 0.6539 0.6734 0.6231

Gondara et al., 2016 [47] 0.6993 0.6837 0.6241 0.6412 0.6373 0.6543 0.6231 0.6009

Proposed 0.9032 0.8734 0.8527 0.8301 0.9043 0.8632 0.8493 0.8063

Source CT image CT2 512 × 512 CT4 512 × 512

Wu. D. et al., 2017 [21] 0.8312 0.7828 0.7987 0.7535 0.8152 0.8235 0.8032 0.7772

Ahn. B. et al., 2017 [22] 0.7938 0.7625 0.7523 0.7183 0.7832 0.7862 0.7928 0.7552

Tian. C. et al., 2019 [23] 0.7862 0.7548 0.7624 0.6939 0.7763 0.7336 0.6962 0.7054

Tian. C. et al., 2020 [35] 0.8424 0.8182 0.8123 0.7664 0.8343 0.8124 0.8132 0.7828

Liang. et al., 2015 [45] 0.7642 0.7456 0.7242 0.6500 0.7523 0.7063 0.6852 0.6932

Jifara. et al., 2019 [46] 0.7428 0.7532 0.7101 0.6737 0.7437 0.6953 0.6642 0.6734

Gondara et al., 2016 [47] 0.7121 0.7323 0.6763 0.6547 0.7198 0.6824 0.6223 0.6543

Proposed 0.9135 0.8743 0.8431 0.8087 0.9353 0.8932 0.8531 0.8197
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SSIM was calculated for cases with σ ε (10, 15, 20, 25). Although the difference is not
prominent at first glance due to the range limit from 0 to 1, a trend similar to the case of
PSNR is seen. However, the difference between the proposed framework and the outcome
of [21,45] has widened: SSIM [45] as quite a bit inferior to the proposed technique [35]
performs least favorably, it has a 19.19% difference in CT image no.2 at σ = 25, when
compared to the method denoising. The CT images with values greater than 0.70 can be
considered fully understandable, which has been achieved on the majority of occasions.
From Tables 2 and 3, it is very clear that the proposed algorithm gives better outcomes in
comparison to existing methods in terms of PSNR and SSIM.

To check the execution time, the existing methods and proposed method are evaluated
over 187 noisy CT images. The average execution time is measured and shown in Table 4.
From Table 4, it is clearly shown that the proposed method gives fast execution from
other methods.

Table 4. Average execution time (over 187 CT images) for different denoising methods (in seconds).

Method
Wu. D.

et al., 2017
[21]

Ahn. B.
et al., 2017

[22]

Tian. C.
et al., 2019

[23]

Tian. C.
et al., 2020

[35]

Liang.
et al., 2015

[45]

Jifara.
et al., 2019

[46]

Gondara
et al., 2016

[47]
Proposed

Time 3.6453 3.7643 4.0865 3.5732 9.7765 3.0436 6.6544 2.8760

4.5. Graphical Analysis

The intensity profile is a quintessential tool for understanding the quality of CT images.
They aid in analyzing the overall quality and document the number of pixels corresponding
to a grayscale value, providing an easy-to-understand representation of CT image data
at a glance. Furthermore, the similarity of two CT images can be visualized as a function
of the overlapping on their intensity profile plots. Such an approach has been used in
this case to verify the closeness of the denoised CT image to the original, regarding the
number of pixels possessing the same grayscale value. Figure 15 shows the intensity profile
of four CT images for noise values of = 5, 10, 15, respectively. The intensity profile, one
for the denoised CT image and one for the original CT image, are plotted together in
every graph. In Figure 15, the line for original and denoised CT images almost overlap
throughout with little shift in some regions giving evidence of the integrity of the restored
CT image. Similar results are shown in all other graphs, with no discernible change in the
mean distance between the two lines at different noise values. This proves that the system
works remarkably well throughout the entire range.

In CT scan image 1, a large portion of the picture is white; hence, the number of
pixels in the region near the start of the graph is more in Figure 15. A similar case has
been observed in CT images no.2 and 3 accounting for the almost flat lines. However,
although original values have not been restored, an attempt was made by the framework,
as evident from the secondary peak near the lower (white) pixel values. The intensity
profile is a visual representation of the image in terms of the number of pixels between 0 to
255. The pixel with a darker gray shade has a lower value closer to 0 than a brighter pixel
closer to the right end of the scale. The number density of pixels of any image is entirely
dependent on the type of image; images shot in low light will have darker pixels in a
larger number, while pictures shot outdoors under the sun will have the majority of values
along a line segment of the CT image depicted on top of these image pixels of a higher
value. This conglomeration of pixels in a particular range is represented as spikes in the
intensity profile, which bear no influence on the performance of the denoising technique.
The denoising algorithm corrects the noisy pixels based on the values of surrounding pixels
and hence will be equally unperturbed by the type of image or the type of spikes in the
intensity profile. The unnaturally large spike at the left side of the intensity profile is due to
the presence of many pixels that are nearly black from the background of the CT or X-ray
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images. The presence or absence of noise will have a negligible impact on this factor and
hence does not impact the performance or evaluation of the denoising systems.
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5. Conclusions

It has been observed that noise removal from CT images has always been a critical
step in medical image processing, and rapid improvements have been made in CT image
denoising over time. This paper has presented a novel framework in CT image denoising,
consisting of the state-of-the-art Single-Level Method of Denoising with the implementation
of CNN, which can be efficiently applied to medical images. The process comprises
adding additive white Gaussian noise to the medical image, and the noisy CT image
generated as a result is then denoised using the CNN model. The remaining method
noise is extracted from the denoised CT image and re-iterated in the CNN model for
refinement. The resultant denoised counterpart is superimposed on the previous denoised
result to obtain the final refined CT image. A detailed qualitative analysis was conducted in
which two CT image quality metrics, the PSNR and SSIM, were applied for a comparison
of the proposed technique with the other standard denoising techniques. The results
generated exhibited that the proposed framework had scores superior to other state-of-
the-art techniques, thus, validating its enhanced performance and reliability. Furthermore,
an intensity profile is plotted between the original and the denoised CT image, in which
the extremely marginal divergence between the plotted lines was truly indicative of its
excellent efficacy. The proposed method is highly efficient in preserving the edges and other
fine details. Additionally, artifacts are not generated during the complete denoising process.
Hence, it is concluded that the novel CT image denoising model has a more significant
potential to be useful in various pragmatic applications of medical image processing.
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