

  electronics-11-03611




electronics-11-03611







Electronics 2022, 11(21), 3611; doi:10.3390/electronics11213611




Article



Enhanced Metaheuristic Algorithm-Based Load Balancing in a 5G Cloud Radio Access Network



Krishnamoorthy Suresh 1, Ali Alqahtani 2[image: Orcid], Thangaraj Rajasekaran 3, Murugan Suresh Kumar 3, Venugopal Ranjith 1, Raju Kannadasan 4[image: Orcid], Nayef Alqahtani 5[image: Orcid] and Arfat Ahmad Khan 6,*





1



Department of Information Technology, Sri Venkateswara College of Engineering, Sriperumbudur 602117, India






2



Department of Networks and Communications Engineering, College of Computer Science and Information Systems, Najran University, Najran 61441, Saudi Arabia






3



Department of Computer Science and Engineering, Sri Venkateswara College of Engineering, Sriperumbudur 602117, India






4



Department of Electrical and Electronics Engineering, Sri Venkateswara College of Engineering, Sriperumbudur 602117, India






5



Department of Agricultural Systems Engineering, College of Agricultural and Food Sciences, King Faisal University, Al-Hofuf 31982, Saudi Arabia






6



Department of Computer Science, College of Computing, Khon Kaen University, Khon Kaen 40002, Thailand









*



Correspondence: arfatkhan@kku.ac.th







Academic Editor: Christos J. Bouras



Received: 27 September 2022 / Accepted: 3 November 2022 / Published: 5 November 2022



Abstract

:

Mobile operators must increase investments in network infrastructures due to the emergent growth of the internet and technological advancements. Mobile operators consider cloud-RAN and software defined networking to be developing technologies that can reduce costs and increase scalability for fifth-generation mobile communication networks (5G). A base station consists of two important components, namely baseband (BBU) and remote radio head (RRH) units. Unbalanced data traffic can arise, leading to call dropping and call blocking. When network traffic conditions start to vary, the performance of the system becomes suboptimal. Self-optimization of the network is necessary to reduce the load of overloaded eNode’s with more call blocking, that increase the load of underloaded eNode’s with less utilization of resources. The main objective of a self-organizing network is to reduce call blocking and optimize an unbalanced network. The proposed algorithm is an enhanced version of the cat swarm optimization algorithm performed by the host manager entity to select the best BBU-RRH combination after analyzing the quality-of-service (QoS) information from the remaining BBU-RRH configurations. Optimization is carried out on each user after a QoS analysis for every new BBU-RRH combination. The proposed algorithm is implemented in Matlab R2020a and evaluation is conducted in terms of blocking probability, response time, and throughput. The simulation results show that the proposed ECSO optimization algorithm reduces blocking probability by 10%, throughput is increased by 8%, and response time is reduced by 7% as compared with the existing PSO and CSO algorithms.
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1. Introduction


1.1. Background


Mobile network operators are encountering a steep rise in data traffic due to the ever-increasing number of mobile users and the demand for high information rates in multimedia applications. Wireless access networks have developed from 3G to 5G networkds to meet demands from mobile gadgets with ubiquitous service access. Small cell organization and high-RF band investigation are two key headings for cutting-edge wireless access networks. With different air interface principles and the multiplication of brilliant gadgets, mobile web traffic is expanding. Likewise, operators are compelled to build capital and operating expenses to address the issues of users. Even then, the average revenue generated from every user does not meet increasing infrastructure costs. Increased traffic demands seem to be challenging and need to be addressed by providing vastly scalable connectivity for increasing IOT-based cellular applications [1,2]. Performance improvement can be achieved by using emerging technologies such as multiple-input multiple-output technology and cloud-RAN with high scalability, flexibility, and millimeter wave [3]. The alternative is to divide larger cells into smaller ones and to exploit the recurrence reiteration, which presents more impedance and expands the expense of framework operation and the executive. The fifth generation (5G) wireless framework will bolster a developing number of mobile gadgets with omnipresent assistance access. To understand 5G networks, ultra-dense small cell organization and distributed computing have been perceived as two key advances. With small cells, the received signal quality is improved on the user side as it is diminished to propel BPS.



The 5G framework implements two emerging technologies, namely: (i) ultra-dense cells which reduce the user’s distance with a connected base station enhancing received signal strength and (ii) cloud computing for eliminating inter-cell interference due to ultra-dense small cells. Cloud-RAN virtualizes all base station operations through cloud computing and dynamic load balancing which enhance both spectral and energy efficiency [4,5]. This deals with major issues that include load balancing, security, resource management, and performance monitoring. Load balancing is one of the important issues to be considered which affects computing aid utility and fairness. The QoS has been improved as a result of load balancing by optimizing resource allocation and response time [6]. Users generate various requests with dynamic resource requirements for the execution of their tasks. Hence, cloud data centers require a dynamic outlook to encounter unbalanced loads and to avoid performance deterioration in the QoS. Virtual machine scheduling is implemented in load balancing algorithms by assigning virtual machines to hosts and, in metaheuristic algorithms, the centralized controller controls various processes such as mutation, crossover, and exchanging operations for better assignment of virtual machines to hosts with fewer loads.



Cloud-RAN signifies base station operations virtualized through cloud computing. In cloud-RAN, the baseband and high-layer capacities are executed in concentrated, universally useful processors, as opposed to the neighborhood equipment of the wireless access hubs [7,8]. The access point only holds radio capacities and does not require execution of a conventional full-scale base station layer. This outcome is an another cell engineering approach in which minimal effort hubs are facilitated with wireless access called remote radio heads (RRHs) which are overseen in midway as a concentrated “cloud” or control unit (CU). At the most elevated level, the cloud-RAN idea is observed for network performance virtualization (NPV) strategies [9]. By using high-limit backhaul associations among BS and CB, the cloud-RAN design empowers the encoding and decoding of messages from different cells [10,11]. Since 5G wireless cellular networks are relied upon, bit by bit, to be used with smaller cell sizes to help higher information rate requests, the cloud-RAN design is viewed as a pathway to productive execution when inter-cell obstruction turns out to be progressively significant body-layer interruption [12]. A coordinated multi-point (CoMP) network is otherwise called a multi-input multi-output network (MIMO) framework. Altogether, it can improve the general performance of the cell network [13]. Load balancing in cloud-RAN enables operators to reduce capital costs and operating costs for the multicast network [14,15]. A cloud-RAN 5G framework implements statistical multiplexing and load balancing gains as two important advancements for improvement [16,17]. In this research work, an enhanced cat swarm optimization load balancing algorithm is proposed for the reduction of call blocking [18].




1.2. Literature Review


Several researchers have analyzed different load-balancing techniques for minimizing call blocking. Some of the research articles are reviewed here in detail.



Authors have derived an architectural solution based on computational intelligence and software-defined networks for 5G cloud-RAN. BBU-RRH mapping adjustment has been carried out through load balancing on the prediction of objective and subjective QoE metrics [19]. This mapping was required for the application of UHD video streaming. This intelligent SDN framework predicted the mean opinion score of users transmitting UHD videos within cloud-RAN architecture. Load balancing rules were executed in the SDN framework to maximize QoE in the streaming video download and the BBU pool was generated based on SDN components. The simulation results showed gain attainments of 130% and 60% for conditions of new BBU activation and without activation, respectively. Mahapatra, B. et al. [20] proposed an inter-BBU load-balancing framework that depended on VB’s live migration. Two BBUs were considered for migration in a single BBU pool. Resource allocations were assigned on a timely basis with an expected time of completion and VB’s migration based on utilization factor. Imbalance load conditions were overcome by increased BBU utilization with proper resource allocation and a load balancing strategy. Server downtime and migration time were reduced by live migration and cloud computing technology.



Some authors proposed a heterogeneous radio access network (H-RAN) with newly developed edge nodes and local processing units present in remote radio heads [21]. An increase in network capacity and a reduction in network latency were impacts of the enhanced remote radio heads. The controlling and computing task of the centralized BBU was accomplished by a heterogeneous radio access network using several VB units in the proposed local processing unit. Load aware dynamic base station switching algorithm was presented for load balancing and power optimization. Performance was compared for both cloud-RAN and H-RAN for equal input packet arrival. The local processing unit and middle edge layer introduction at the remote radio head reduced blocking probability and waiting time as compared with the cloud-RAN architecture. Patel, A. et al. [22] considered a swarm intelligence algorithm for call blocking reduction and load balancing of baseband units. The particle swarm optimization algorithm was implemented with a swarm of initial particles. The candidate solution was determined from each initial particle with random speed and position. Communication between swarms enabled one to find the local best position and swarm at its best, called the global best, among all particles at different positions and speeds. The simulation results proved that blocked calls minimization and equal distribution of load in BBU sectors. QoS is improved in the proposed algorithm by balancing equal load in different sectors of BBU-RRH.



In addition, edge computing on edge infrastructure based on cloud computing technology was proposed by [23]. In order to reduce delay, mobile edge computing offloaded edge devices’ computing tasks to edge services available in the network. The challenging task was to design an offload strategy in multi-mobile edge computing and resource-constrained multi-user. In an industrial environment, implementation of task offloading from the resource-constrained edge devices was proposed using particle swarm optimization to edge servers with higher energy efficiency and less delay. Energy consumption, task execution cost, and less time delay were three issues considered for a multi-objective optimization algorithm. Each particle fitness function represented the total cost for offloading tasks to different mobile edge computing servers. The simulation results showed that the proposed particle swarm optimization offloading strategy, as compared with the genetic algorithm and simulated annealing algorithm, reduced the MEC server delay, increased energy consumption balance, and achieved efficient resource allocation.



Further, authors have suggested performance enhancement hierarchical cloud computing architecture using the mobile dynamic cloud [24]. Device-to-device communication was carried out for data transmission in a mobile dynamic cloud. Mobile network overall capacity was increased through channel utilization and traffic overloading over device-to-device communication links. The amount of offloaded data depended on the number of devices in the cloud and content matching values which increased the capacity of the mobile network by 10%. Pompili et al. [25] proposed cloud-RAN with all base station resources accumulated as a centralized pool, and frequent communication, cooperation, and spectrum resources were dynamically allocated based on dynamic needs. The proposed work explained, in detail, how to overcome the limitations of current wireless networks such as the implementation of spatial multiplexing and macro diversity. The allocation of virtual base stations and mitigation of inter-cell inference problems were discussed in detail. Liu et al. [26] discussed the effect of front haul capacity on cloud-RAN performance. Throughput was maximized through the implementation of efficient compression and quantization techniques in the front haul. Uniform scalar quantization was suggested for reducing the complexity of uplink communication of the OFDMA-based cloud-RAN system. Orthogonal subcarriers were assigned for every mobile user before transmission and applied with joint wireless power control and front haul quantization. A joint optimization algorithm improved gain performance over wireless power control and quantization. The proposed uniform quantization achieved better throughput efficiency in cloud-RAN. Liu et al. [27] proposed a clustering scheme for operation in a semi-dynamic manner over large-scale channel information with low complexity. Clustering was changed to coordinated beam forming and joint transmission mode when the backhaul capacity was unlimited and stringent. This clustering scheme was applied for a downlink cloud radio access network in which all base stations were connected to a central unit through backhaul links with limited capacity. A hybrid coordinated multipoint transmission mode was considered for maximizing throughput with the constraint on backhaul capacity and training overhead. Boulos et al. [28] implemented a cloud-RAN architecture with base stations divided into BBU and RRH units. In this architecture, BBU units were accommodated in a single pool and RRHs were distributed across multiple points. One-to-many logical mapping was established between BBU and RRH for reducing network power consumption. The RRH clustering problem was avoided by assigning many RRHs to one BBU and optimal heuristic solutions were found without QoS degradation.



Moreover, design of cloud-RAN based on the quality of experience model has been suggested. Enhanced cloud-RAN development was based on passive optical networks which exploited power over fiber [29]. This installation was known for its low cost with the operation of RRH without any external power supply. This new proposed design with several RRHs, optical line terminals, and sleep schedule ensured an enhanced network to satisfy the users expected quality of experience. Liu et al. [30] proposed a network coding technique in a cloud-RAN model for multicasting messages to neighboring RRHs and beamforming vectors. Successive convex approximation and sparse optimization were applied over the front haul network in network coding design. A data-sharing strategy was adopted in which users’ messages were broadcast from a central processor to all RRHs connected to it. Optimization of the routing strategy over front haul network approximation was performed based on successive convex approximation. Multicast was more efficient in multi-hop front haul than unicast of cloud-RAN. Wang et al. [31] dealt with power consumption issues on a mobile service provider in which cloud-RAN and mobile edge cloud computing were integrated. In this paper, a unifying framework was designed for mobile service provider power performance tradeoff carried out by proper allocation of computation resources in mobile edge cloud computing and network resources in cloud-RAN. The extended Lyapunov technique was used for developing a new optimization framework and resource scheduling was considered stochastic. A new algorithm called VariedLen was designed for consecutive job requests with variable lengths and the application of dynamic conditions in mobile service. The time average profit achieved in the proposed algorithm was nearer to the optimum diminishing gap for MSP with low congestion and more stability attained.



Further, in another study, the authors implemented a dynamic greedy spike load balancer design for a cloud-RAN network [32]. This load balancer design was enabled with user-level virtualization. Hence, new users could be allocated to different hosts in cloud, independent of their origin base station. New users were allocated to different hosts in virtualized user level RAN architecture for reducing interference and isolation improvement using open air interface for baseband processing. In addition, Ari et al. [33] focussed on minimizing network costs and balancing network load with a proposed resource allocation method. The mapping between the user/remote radio head and the remote radio head/baseband unit was an NP-hard problem. Optimization to decompose the two mappings was carried out using the artificial bee colony and ant colony algorithms. The combination of the two algorithms resulted in the proposed Bee-Ant cloud-RAN with improved spectral efficiency and throughput. Finally, the authors implemented a framework for cloud-RAN called deep reinforcement learning [34]. The authorized DRL agent activated three states: defined state, action, and reward function on the remote radio head. Beam forming was transmitted at active RRHs in a regular period of time for achieving high sum rate in a time varying network.



Based on the robust literature review, the objectives of this article are described as follows:




1.3. Objectives


	
To achieve minimum call blocking in the network and to solve the load balancing optimization problem with the proposed enhanced cat swarm optimization algorithm;



	
To identify suitable BBU-RRH configuration by the host manager based on collected information from all the RRHs in the network;



	
To analyze the QoS information of the current BBU-RRH configuration and to utilize its optimization step to analyze the QoS of each candidate solution for the new BBU-RRH configuration;



	
To evaluate the performance of this proposed approach in terms of blocking probability, response time, and throughput.








2. Cloud-RAN System Architecture


The main objective of the method proposed in this research work is to solve the load balancing problem and to reduce call blocking in the network. An enhanced cat swarm algorithm is proposed for load-balancing optimization. The system model of cloud-RAN is shown in Figure 1.



In Cloud-RAN, cloud computing improves the 5G network framework operation. This system model consists of virtual BBUs, BBUs, cloud controllers, RRHs, and general purpose processors (GPPs). Digital IQ signals are conveyed through a common public radio interface to RRHs. BBUs in the pool are connected with each other and controlled by a host manager. The load on each BBU is regulated by the host manager who is responsible for the selection of the proper BBU-RRH configuration. Multiple sectors are handled by each BBU at a time and multiple RRHs are present in each sector with BBU resources entirely utilized. Each RRH is available in one sector during any period and the BBU load is calculated based on the total number of users actively present. The hard capacity of a sector is defined as the limitation on the number of active users based on hardware or software limitations [26,27].



BBU pool, otherwise referred to as a data processing center, consists of shared, centralized, and virtualized functioning units. Based on dynamic user demand, resources are allocated to virtual BBUs interconnected with each other. Multiple RRHs are supported by the BBU pool. BBUs are interconnected with each other through the X2 interface. A BBU is connected to the mobile network through the S1 interface called the backhaul link. Real-time virtualization is applied to high-performance processors present in BBUs. BBUs are installed on virtual machines in the cloud data center over physical computing cores.



The distribution of the RRHs is located in the service area where mobile users’ communication services are spread. The area that extends up to the connection between the user and RRH maintaining the required QoS is called the coverage area. The two parts of an RRH are the transmitter and receiver. Digital signals are received in the transmitter through the CPRI interface and converted to analog. RF frequency up conversion is the next step in the process. Amplification and filtration are performed, and the output is sent via the antenna. The receiver receives the antenna signal, filters, and amplifies, and if frequency down conversion occurs, digital conversion is performed before transmitting to fiber link processing through CPRI.



Regarding fiber links, each set of RRHs is connected to a BBU employing high bandwidth and low latency links for handling multiple RRH requirements. Millimeter wave communication, optical fiber communication, and cellular communication are different technologies involved in the link setup process. The bandwidth available in highly expansive optical fiber communication is large, whereas millimeter wave communication or cellular communication is less expensive in deployment with more latency.



Regarding dynamic traffic load adaption, mobile users’ real-time movement produces a dynamic change in traffic loads throughout the day. This results in certain base stations becoming overloaded while the others are in an idle state and, in turn, this results in improper utilization of radio resources and wastage of processing power in large quantities. Low-traffic load RRHs are grouped and controlled by one BBU and high-traffic load RRHs are allocated to multiple BBUs based on user demands. Statistical multiplexing gain is increased significantly as the overall utilization rate is effectively utilized [28].



Load balancing is performed both on the BBU and RRH. The BBUs are organized as a single BBU unit pool and load balancing is achieved through the allocation of BBU resources within the pool. Load balancing on the RRH is attained depending upon BBU’s capacity within the pool which changes as the user moves to different cells. Changes in the BBU (or) RRH occur based on network traffic load. The BBU currently associated with the RRH is turned off when the RRH traffic is low and connected to an alternative BBU within the pool. Based on user demand, the RRH is switched on or off and connected with another RRH within the pool.



Load Balancing in the 5G Cloud Radio Access Network


The 5G network considers load balancing for real-time carrier-grade services in cloud-RAN. An enhanced cat swarm optimization algorithm is proposed for consideration. eNodeB control center controls all layer-2 (L2) control applications and stores data of a considerable number of users. Multiple applications run on the L2 layer controlled by a single control center, and based on the user’s demands, frequency bands are allocated. A user equipment context is the format for demands from users.



Pooled virtual machines hosted by the server are used for processing instead of a single machine for each cell in the BBU pool of cloud-RAN. Each virtual machine is assumed to be allocated to its local cache. User equipment context is stored in the local cache for every virtual machine for fast and reduced latency access. Load balancing is achieved only if the user equipment context is allotted to the correct virtual machine to enable a reduction in the accessing and processing time of the user equipment context. Many complex and intelligent load-balancing algorithms have been proposed for various networked frameworks and distributed computing. The objective of this research work is to comprehend the attributes of real network traffic load as far as the user equipment context, in order to prepare for cloud-RAN in the 5G network [28,29]. An enhanced cat swarm optimization algorithm (ECSO) has been used for solving the problems seen in load balancing (Figure 2).





3. Enhanced CAT Optimization Algorithm Based Load Balancing in the 5G Cloud Radio Access Network


In the proposed algorithm, two major behaviors of cats are modeled considering two submodels likely tracking mode and seeking mode. By adapting the mingling process of these two modes with a user-defined proportion, ECSO can present better performance. The number of cats is the first step to be decided in ECSO, and these cats are employed in the proposed algorithm for problem-solving mechanisms. Specifically, M dimensions are considered for each cat position and its every dimension has its velocity and fitness value to represent cat accommodation for the flag identification and fitness function for cat check-in seeking or tracing mode [25,26]. Further, increment iterations can be performed untill the best position in one of the cats is determined [27,28].



The ECSO algorithm is a single objective and continuous algorithm that is influenced by resting and tracing cat behaviors. Despite spending maximum time at rest, the cats are very conscious of happenings in their surroundings. When the target is seen, they quickly start moving toward it. Two modes of the ECSO algorithm, namely tracing and seeking modes, are mathematically modeled step-by-step, as described below [29,30]:



Initialization Fitness value, flag, and position are identified and the solutions for each cat’s M dimensions for each position are provided in the whole search space with its velocity and fitness value. These values are clarified up to the extent of the solution set which is perfect and the cats are classified in any one of two modes, i.e., seeking or tracing modes.



Fitness calculation Once a suitable position is determined, fitness calculation is done for different positions as given:


   Fitness   Calculation  = Max  (  QoS  )   



(1)




then, network service quality is calculated based on a key performance indicator such as reverted calls in the network. The hard capacity (HC) of each sector is increased when an active number of users causes a rising network to block calls. The key performance indicator for blocked calls is given by:


  K P  I  B C   =    [    ∑   s = 1  i   (   (    ∑   j = 1  M  A  C j   S  j s   t + 1    )  −  H c   )   ]    − 1    



(2)




where the binary variable    S  j s   t + 1     is equal to 1 if jth remote radio head belongs to sectors. ACj is represented by the active users served by jth remote radio head while Hc is represented as the hard capacity of sectors. Furthermore, the maximum QoS function is assumed to be equal to the key performance indicator metric of the blocked calls [31].



The objective to achieve maximum QoS functionality is given by:


  Q o  S  m a x   = K P  I  B C   =    [    ∑   s = 1  i   (   (    ∑   j = 1  M  A  C j   S  j s   t + 1    )  −  H c   )   ]    − 1    



(3)







Each RRH is assigned to an individual sector at time instant t + 1 for the binary variable     ∑  s   S  j s   t + 1   = 1  . The new BBU-RRH configuration in search space 2NS is determined if the binary variable    S  j s   t + 1     is varying where the number of RRHs is N and the number of sectors is S. The search space is reduced to SN by defining a new variable,    V j  t + 1     is defined such that    V j  t + 1    =    {   V 1  t + 1   ,      V 2  t + 1   ,    V 3  t + 1   … .  V N  t + 1    }   . Where    V j  t + 1     = J denotes that the jth remote radio head is connected to the sector.



Seeking mode After the search mode, the cat finds out its position with some changes. The sequence of steps in the seeking mode is:




	
The individual position of each cat is represented.



	
Visual memory pool copy locations are remembered.








The mutation function formula is used with a few slight changes in the seeking memory pool (SMP). The aeration mutation-based purification formula is given by:


  Y [ k ] = Y [ k ] + ∇ Y [ k ]  



(4)







The situation is updated for each cat on choosing the SMP point based on best fitness.



Tracing mode In the revelation mode, cats are redirected to particles in the PSO algorithm and they are regenerated to its own speed, positioned by the cat’s selection of its best position. The velocity and position of the jth cat in the dimension D are given by:


     P o s i t i o n   k  = (    P o s i t i o n    k 1 ,      P o s i t i o n    k 2 ,   … ,    P o s i t i o n    k D   )  



(5)






     V e l o c i t y   k  = (    V e l o c i t y    k 1 ,      V e l o c i t y    k 2 ,   … ,    V e l o c i t y    k D   )  



(6)




where P represents the position of the cat and V represents the cat’s velocity. The global best position of the cat swam represented is given below:




   gbest = (  gbest 1  ,  gbest 2  , …  gbest D  )   



(7)





The updated equations are given below:


    V   k D   = δ ×   V   k D   + A × I (    g b e s t   D  −   P   j D   )  



(8)






      P   k D   =   P   k D   +   V   k D           



(9)




where A is represented as the acceleration constant, I is denoted as the random number in the selection range from 0 to 1, jth iteration, and G best is represented as the global condition of a cat with excellent fitness.



Termination criteria: The termination criteria include the iteration’s maximum value and the process is stopped after determining the best position for the cat [32,33].



The enhanced cat swarm optimization implementation algorithm is explained as given below and the same has been illustrated in Figure 3:



Step 1: Create N cats in the process.



Step 2: Randomly sprinkle the cats into the D = (N/2 + 1) number of h(n) coefficients dimensional solution space within (2, +2) and randomly give values, which are within (0.1, 0.1), to the velocity of every cat. Then, haphazardly pick the number of cats and set them into tracing mode according to MR, and the others are set into seeking mode.



Step 3: Evaluate the fitness value of each cat by applying the positions of cats to the fitness function, which represents the criteria of our goal, and keeps the best cat in memory. Note that it is only needed to remember the position of the best cat (gbest) that represents the best solution so far.



Step 4: Move the cats according to their flags; if the cat is in seeking mode, apply the cat to the seeking mode process, otherwise, apply it to the tracing mode process.



Step 5: Re-pick the number of cats and set them into tracing mode according to MR, then set the other cats into seeking mode.



Check the termination condition, if satisfied, terminate the program and otherwise repeat Steps 3–5.




4. Results and Discussions


This section deals with the proposed method simulation results obtained and analyzed using MATLAB R2020a. The simulation parameter of the proposed method is represented in Table 1. Three sectors are handled by each BBU and the number of active users in each cell ranges from a minimum of 40 to a maximum of 70. In addition, the hard capacity of each sector is considered to be 150 and a smooth traffic shaper is implemented that blocks traffic flow when it exceeds the allotted limit. The proposed method is examined for one hexagon cell with the presence of 10 RRHs. The idle power of GPP is considered to be 120 Watts, the GPP maximum power is 215 Watts, and 75 users are available within the cell [35,36].



Different performance metrics are considered in this work, notably blocking probability, response time, and throughput are simulated and illustrated in Figure 4, Figure 5 and Figure 6, respectively to assess the performances.



Blocking probability is a measure of the number of blocked service requests (Sbs) to received service requests (Srs):


  B l o c k i n g P r o b a b i l i t y =     S   b s       S   r s      



(10)







Response time measured in milliseconds (ms) is calculated based on the time difference between the request for service from the user and the response time for the incoming request. The transmission of data calculated in a particular time duration is called throughput measured in Mbps and is given by:


  Throughput =      Transmitted   data   byte     Time   taken   for   transmission     



(11)







The proposed ECSO optimization algorithm to find the global best cat position with varying cat velocity is evaluated for blocking probability ranging from 0.05 to 0.5. Traffic load varies from 0.1 to 0.9 with reduced blocking probability as shown in Table 2. The ECSO optimization algorithm shows better response time calculated for traffic load intensity ranging from 0.1 to 0.95, as shown in Table 3. Throughput is increased from 900 to 1700 Mbps, calculated for traffic load intensity ranging from 0.1 to 1.2, as shown in Table 4.



The proposed method uses the ECSO optimization algorithm, whereas in existing methods, the CSO and PSO algorithms have been used. A comparative analysis of the proposed method against the existing method of blocking probability against traffic load is shown in Figure 7.



Figure 7 represents the blocking probability comparison between the proposed method and existing methods such as CSO and PSO. The blocking probability of the experimental analysis ranges from 0.05 to 0.5. When the blocking probability increases, the traffic load also increases. For a blocking probability of 0.05, the traffic load of the proposed method is 0.1 but the traffic loads of the existing methods are 0.22 (PSO) and 0.154 (CSO). When the traffic load of the proposed method is 0.25, the traffic loads of the existing methods are 0.57 and 0.46, and the blocking probability is 0.15. The blocking probability of the proposed method is 0.2, when the traffic loads of the proposed method and the existing methods are 0.3, 0.47, and 0.61, respectively. When the blocking probability is 0.3, the traffic load varies among the proposed and the existing methods, i.e., 0.71, 0.55, and 0.45 respectively. Clearly, improved results are obtained for the proposed method as compared with the existing approaches. A comparative analysis of the proposed method and the existing methods of response time against the traffic load is shown in Figure 8.



Further, a comparative analysis of the proposed and the existing methods throughput against the traffic load function is shown in Figure 9. It represents the comparative analysis of the proposed and the existing methods against the throughput. Throughput is estimated for the whole network and is calculated at the BBU pool. The throughput of the experimental analysis varies from 900 to 1700 Mpbs. When the comparative analysis of the throughput is 900 Mpbs, the traffic load of the proposed and the existing methods are 0.1, 0.05, and 0.08 respectively. When the traffic load of the proposed method is 0.4, the traffic loads of the existing methods are 0.23 and 0.39, respectively, and the throughput is 1100 Mpbs. When the throughput is 1300 Mbps, the traffic loads of the proposed and the existing methods are 0.8, 0.64, and 0.73, respectively. When the traffic load of the proposed method is 0.7, the traffic loads of the existing methods are 0.81 and 0.94, and the throughput is 1500 Mpbs. When the throughput is 1700 Mpbs, the traffic loads of the proposed and existing methods are 1.2, 1, and 1.1, respectively. As compared with the existing methods, the proposed method of throughput is much better than the existing method.




5. Conclusions


The proposed work achieves minimum blocked calls and the load balancing problem is solved with the implementation of an enhanced cat swarm optimization algorithm. QoS maximization is attained in this algorithm with improved call blocking probability. The existing BBU-RRH configuration is analyzed for the QOS calculation and further used in the optimization process for the selection of new BBU-RRH configurations for the individual user. This enhanced CSO was used to achieve minimum call blocking and maximize QoS. The proposed method’s experimental results are compared with the PSO and CSO optimization algorithms to prove improved performance in terms of throughput, response time, and blocking probability. The blocking probability is reduced by 10% in the ECSO optimization algorithm as compared with the PSO and CSO algorithms. Throughput is increased by 8% in the ECSO optimization algorithm, ranging from 900 to 1700 Mbps as compared with existing algorithms. The response time is 7% less in the proposed algorithm as compared with the existing algorithms for increasing traffic load. In future work, load balancing optimization for the BBU-RRH combination can be implemented with the latest computing algorithms of hybrid nature and turning on/off BBU units for grid energy consumption optimization.
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	BBU
	Baseband unit



	CSO
	Cat swarm optimization



	Cloud-RAN
	Cloud Radio Access Network



	COMP
	Coordinated multipoint transmission



	CMRI
	Common Public Radio Interface



	ECSO
	Enhanced Cat Swarm Optimization Algorithm



	GPP
	General Purpose Processors



	IOT
	Internet of Things



	KPI
	Key Performance Indicators



	LAN
	Local Area Network



	MIMO
	Multiple Input Multiple Output



	NPV
	Network Performance Virtualization



	PSO
	Particle Swarm Optimization



	QoS
	Quality of service



	RRH
	Remote Radio Head
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Figure 1. Cloud-RAN system model. 
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Figure 2. Load balancing in CRAN. 
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Figure 3. Flowchart of the enhanced cat swarm optimization algorithm. 
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Figure 4. Blocking probability versus traffic load. 
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Figure 5. Traffic load against response time. 
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Figure 6. Traffic load against throughput. 
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Figure 7. Comparative analysis of blocking probability against existing methods. 
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Figure 8. Comparative analysis of response time against existing methods. 
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Figure 9. Comparative analysis of throughput against existing methods. 
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Table 1. Simulation parameter.






Table 1. Simulation parameter.





	Simulation Parameter
	Values Assumed





	Cells considered
	1



	Cell shape
	Hexagonal



	RRHs Number
	10



	GPPIdle power
	120 W



	GPPMaximum power
	215 W



	Bandwidth
	20 MHz



	Users Count
	75
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Table 2. Blocking probability versus traffic load.
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Blocking Probability

	
Traffic Load




	
PSO

	
CSO

	
ECSO






	
0.05

	
0.22

	
0.15

	
0.1




	
0.1

	
0.53

	
0.39

	
0.2




	
0.15

	
0.57

	
0.46

	
0.25




	
0.2

	
0.61

	
0.47

	
0.3




	
0.25

	
0.66

	
0.53

	
0.42




	
0.3

	
0.71

	
0.55

	
0.45




	
0.35

	
0.78

	
0.72

	
0.67




	
0.4

	
0.85

	
0.77

	
0.70




	
0.45

	
0.89

	
0.80

	
0.76




	
0.5

	
1.1

	
1.0

	
0.9
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Table 3. Traffic load against response time.
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Response Time

	
Traffic Load




	
PSO

	
CSO

	
ECSO






	
0.098

	
0.45

	
0.38

	
0.1




	
0.099

	
0.54

	
0.41

	
0.15




	
0.1

	
0.66

	
0.53

	
0.23




	
0.101

	
0.72

	
0.60

	
0.29




	
0.102

	
0.77

	
0.68

	
0.36




	
0.103

	
0.83

	
0.75

	
0.41




	
0.104

	
0.89

	
0.81

	
0.59




	
0.105

	
0.95

	
0.90

	
0.63




	
0.106

	
1.03

	
0.99

	
0.78




	
0.107

	
1.10

	
1.05

	
0.81




	
0.108

	
1.15

	
1.08

	
0.95
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Table 4. Traffic load against throughput.






Table 4. Traffic load against throughput.





	
Throughput (Mpbs)

	
Traffic Load




	
PSO

	
CSO

	
ECSO






	
900

	
0.05

	
0.08

	
0.1




	
1000

	
0.12

	
0.15

	
0.2




	
1100

	
0.23

	
0.39

	
0.4




	
1200

	
0.59

	
0.65

	
0.7




	
1300

	
0.64

	
0.73

	
0.8




	
1400

	
0.78

	
0.81

	
0.95




	
1500

	
0.81

	
0.94

	
0.7




	
1600

	
0.90

	
0.99

	
0.108




	
1700

	
1

	
1.1

	
1.2
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