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Abstract

:

In this study, an evaluation of food waste generation was conducted, using images taken before and after the daily meals of people aged between 20 and 30 years in Serbia, for the period between 1 January and 31 April in 2022. A convolutional neural network (CNN) was employed for the tasks of recognizing food images before the meal and estimating the percentage of food waste according to the photographs taken. Keeping in mind the vast variates and types of food available, the image recognition and validation of food items present a generally very challenging task. Nevertheless, deep learning has recently been shown to be a very potent image recognition procedure, while CNN presents a state-of-the-art method of deep learning. The CNN technique was implemented to the food detection and food waste estimation tasks throughout the parameter optimization procedure. The images of the most frequently encountered food items were collected from the internet to create an image dataset, covering 157 food categories, which was used to evaluate recognition performance. Each category included between 50 and 200 images, while the total number of images in the database reached 23,552. The CNN model presented good prediction capabilities, showing an accuracy of 0.988 and a loss of 0.102, after the network training cycle. The average food waste per meal, in the frame of the analysis in Serbia, was 21.3%, according to the images collected for food waste evaluation.
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1. Introduction


Food waste is currently a global problem that has come into the public and political spotlight over the past decade. Moreover, food waste is an important indicator of sustainability not only in the food production sector, but also in agriculture, as it represents the sum of resources used to produce food that is not consumed. For this reason, the disposal of food waste has negative environmental, economic and social impacts. Various studies have shown that between one third and one half of the food produced worldwide is not consumed, which has a negative impact not only on the food supply chain, but also on households [1,2,3]. It is estimated that 20% of food produced in the EU is lost or wasted [4,5]. The food industry and households in the EU alone waste around ninety million tons of food per year, or 180 kg per person, excluding losses in agriculture and fisheries [6].



According to Ref. [7], every year, 770,000 tons of food is thrown away or lost in Serbia, resulting in a profound environmental impact, but still, socio-economic awareness and the development of ecological concerns are in the initial state of development among the relevant stakeholders. Approximately 90% of the total food waste emerges in landfills, wasting precious resources, while eliminating food waste could save 580 kg CO2 eq per each ton of food waste [7]. Serbian citizens discard 350,000 tons of food every year, or 40.7 kg/capita/year, with one-third endings up in landfills, releasing large amounts of biogas instead of being used to produce energy or compost [7]. The data from this study showed that a fifth of the respondents throw leftover food directly to municipal waste containers, after which it is taken to a landfill. The second most common use of food waste is as animal feed; composting is third, while generating energy is fourth.



More than 52.9% of households discard edible parts of food less than once a week; however, 2.5% of households throw away food daily [8]. An extensive segment of society exhibits awareness and habits supporting food waste reduction, but the percentage of those individuals is still not at a satisfactory level.



The image recognition of food and food remains could present a good method to estimate food waste quantity and CO2 emissions. Still, a wide plurality of food types makes the task of optically recognizing each category of food harder, and even more so when aiming to classify a specific food item within each category [9]. Although many efforts have been made in this area, food item recognition is not yet satisfactory due to its low model accuracy (about 70%), and a wide range of the different food types available has not yet been included.



According to the literature, deep learning techniques—a collective term for algorithms which have a deep architecture for solving complex problems, such as convolutional neural networks (CNNs)—have recently been used in image recognition. CNN extracts spatial features from the image input, enabling the gathering of a number of features. Compared to CNN, using artificial neural networks (ANNs) for image recognition creates a difficulty in converting two-dimensional images into one-dimensional vectors, increasing the number of trainable parameters exponentially, which takes more storage and processing capability. The most distinctive characteristic of CNNs is their ability to automatically detect the important features of images via training, which makes the CNN a state-of-the-art technique for computer vision and image classification [10,11,12,13,14].



A food image recognition system applying the CNN model consisting of five layers has been built, and two groups of controlled trials were processed, as presented by Kagaya et al. [9]. Two datasets were used: the open dataset of 100 food class images, including about 15,000 images (UEC-FOOD100 dataset), and a fruit dataset, collected by authors, including over 40,000 images. The best accuracy achieved using the fruit dataset was 80.8%, and 60.9% was achieved using the multi-food dataset [9]. During CNN model calculation, several hyper parameters were adjusted, including the number of middle layers, the size of the convolution kernels, and the activation functions for each layer. Additionally, the optimization of these parameters, using a cuda-convnet environment, as a graphical processing unit (GPU) implementation of a CNN model was performed [10].



A smartphone application which uses a trained deep CNN model for food item recognition from a real-time image was presented in the study of Fakhrou et al. 2021 [15]. The CNN model for food recognition was trained on a customized food images dataset, with 29 varieties of food dishes and fruits [15]. The constructed model was employed in different smartphone devices for real-time prediction purposes. Devices which have an extensive hardware configuration can run the CNN model without delay and produce real-time predictions for food recognition purposes.



In this study, the recognition of food type and evaluation of the amount of food waste after the daily meals of people aged between 20 and 30 years in Serbia, for the period between 1 January and 31 April in 2022, were performed by means of convolutional neural network (CNN), with 157 different food categories. In this work, the focus was on the development of an advanced CNN for determining the probability of food category based on different images. The main idea of this study was to quantify the percentage of food waste generated as the difference between the images of plates before and after meals, with masked backgrounds, in order to increase the accuracy of and minimize background influence on the calculation.




2. Materials and Methods


2.1. Data Acquisition for Food Recognition


The images of the most common food items for the Serbian market were gathered from the internet, constituting the food item images collected (most images were downloaded from Google Images). A new image dataset was created, according to the collected images, covering 157 food categories, utilized for image recognition evaluation. Each of the food categories incorporated between 50 and 200 images, and the full set of images for image detection reached 23,552 pictures.




2.2. Food Waste Evaluation


The amount of food waste was evaluated by comparing images of the plates taken before and after the meal. The amount of food waste was expressed in percent. During this study, 1354 images were collected for food waste evaluation.




2.3. Convolutional Neural Networks


The convolutional neural network (CNN) is a class of deep learning, which is nowadays considered as one the state-of the art machine learning methods [16]. CNN represents a special kind of multi-layer perception, including many specialized hidden layers used for classification, where the neurons in the layers are self-optimized by learning. CNN is mainly used for clustering the images by their similarity and classifying images; compared to other image classification algorithms, CNN uses minor pre-processing. Three layers form the architecture of CNN, and these are the convolutional layer, pooling layer and fully connected layer [17,18,19,20,21,22,23,24], presented in Figure 1.



The CNN has two crucial processes that make its convolutional neural networks different from other neural networks: convolution and sampling. In the CNN’s convolutional layers, units are structured into feature maps and connected via a filter to local patches in the previous layer feature map, where the visual features from the input image are extracted by locally trained filters. Feature maps are reduced by the pooling operation, becoming the input images for the next convolution. The process continues until deep features are extracted and, after these steps, a decision is typically made by a classifier of these features. The fully connected layer frequently ends with a non-linear function, usually a Softmax output layer for classification purposes, creating the class scores from the activations that are used for the classification [25].



2.3.1. Convolution


The convolution operation is responsible for detecting the edges and features of the images. The convolution layer is a structure consisting of a great number of fixed-size filters and allowing complex functions to be applied to the input image. The locally trained filters slide over the image and carry out the convolutional process, where every filter has the same bias and weight values; this is called the weight sharing mechanism, which provides the ability to represent the same feature across the whole image. The weight sharing ability of the convolutional operation enables the extraction of different sets of features within an image, using a sliding kernel with the same set of weights on an image, and by making the CNN as efficient as a fully connected network [26]. Every neuron is connected with the previous layer through the area of the neuron local receptive field, the size of which is determined by the size of the filters [27]. If m × n and c × c are the size of the input image and kernel, respectively; i is the image; and b and w are the filter bias and weight, respectively, then the output can be calculated as in Equation (1) [28].


   O  0 , 0   = f   b +   ∑  k = 0  c     ∑  j = 0  c    w  k , j    i  0 + k , 0 + j          



(1)




where f is the activation function; the frequently used function is the rectified linear unit (ReLU) function, which behaves linearly for positive inputs and returns zero values for both negative and zero inputs, as in Equation (2) [29].


  f ( x ) = 0 ;   f o r   x < 0 ;   f ( x ) = x ;   f o r   x ≥ 0  



(2)







The output of the convolutional layer is passed through the ReLU function, which performs an elementwise activation to the output that is produced by the preceding layer [30].




2.3.2. Pooling


The pooling operation is an important concept in convolutional neural networks which performs non-linear downsampling, and it is applied to feature maps that have passed through the convolution and activation function, enabling smaller feature maps to be generated which represent summaries of the input feature maps [31]. Mostly, the convolutional layer is followed by a pooling layer, which is performed by sliding a window on the image in order to apply the selected operation. In the pooling layer, the input feature map is summarized by pooling operators such as stochastic, max and mean pooling. Stochastic pooling means that the activation function within the active pooling region is randomly selected. The max pooling represents the choosing of the maximum number of feature map nodes within the kernel [32], while the mean pooling takes the mean of the input values [33]. Max pooling provides benefits in eliminating minimum values which the reduce computations for upper layers, providing robustness while reducing the dimensions of the intermediate feature maps. The major advantages of the pooling process are image size reduction and independent visual features extraction [34,35].




2.3.3. Fully Connected Layer


After the completion of the convolution and pooling operations, the output data are transformed into a one-dimensional vector representing the input of the fully connected layer, which can contain one or more hidden layers. In these layers, neurons multiply the sum of the weighted inputs and biases, where the calculated value passes through the activation function.




2.3.4. Output Layer


In the output layer, the Softmax function provides class labels probability, where the idea of logistic regression for multiclass problems is generalized [36]. The class labels probability is calculated using the Softmax function, as in Equation (3) [37,38,39].


  o ( j ) =  e     f k      ∑  j = 1  N    f  k − 1   ( j )        



(3)




where the o(j) is the jth output of the Softmax function, fk represents the last layer, N is the number of classes, and j is the jth neuron at fk.




2.3.5. Proposed CNN Model


The proposed model was built using Keras, an API for deep learning methods which uses the Python programming language. Keras runs on the backend platform, Tensorflow. The images for training the CNN model were sorted into 157 different food categories, where each category contained 50 to 200 images, and the total number of images was 23,552. The food categories were selected based on Serbian students’ eating habits, and examples of the food images used to train the model are presented in Figure 2.



As CNN needs only minor pre-processing, the imported data were previously sorted into food categories and each image size was reduced in size (100 pixels) in order to achieve faster calculation, with the caution that it can cause less accurate prediction. In addition, each image was assigned with an index regarding the category to which it belongs. Images were randomly divided for training and testing the model. In the proposed method, the sequential model was used and the model was built as in Figure 1. In order to extract the deep features, the proposed CNN model contains two convolutional layers. In the first convolution layer, 32 filters were used with a size of 3 × 3 and the ReLU activation function, while in the second convolution, 64 filters were used with the same size, and the activation function as in the first layer. The filter in both pooling operations had the size of 2 × 2. The fully connected layer consisted of 64 neurons, activated with the ReLU activation function, while the second fully connected layer, i.e., the output layer with 157 neurons, with the Softmax activation function was used to sort the images into categories and, as a result, provide the probability for each category. Softmax is a continuously differentiable function (Equation (4)), which allows the calculation of the loss function derivative with respect to every weight in the neural network and the adjustment of the weights accordingly in order to minimize the loss function [40].


  f ( x ) = ln   1 +  e x     



(4)







The model was compiled using an adaptive moment estimation (Adam) optimizer and loss function sparse categorical cross-entropy. The model was fitted in 20 epochs in order to avoid overfitting, where, for fitting, it used the data to train the model.



The Adam optimizer is commonly used due to its high calculation efficiency and low calculation memory requirements, and it is well suited for the problems of non-stationary global optimization with strong noise, sparse gradient and large-scale hyper-parameters. Furthermore, the learning rates of different hyperparameters can be adaptively tuned by imposing dynamic constrains, where each hyperparameter has its own learning rate, enabling accelerated convergence and improving the training effect. The Adam optimizer was used for CNN loss function minimization and for searching the global optimal solution, in order to obtain optimized network hyperparameters, including the convolution kernel and bias [41,42,43].



Since image prediction is a common classification problem, sparse categorical cross-entropy was adopted as the loss function (Equation (5)) [40].


  Sparse   categorical   cross   entropy = −   ∑  i = 1  N     ∑  j = 1  M    p j i    ⋅   log  e   g e   q j i     



(5)




where    p j i    represents the class true probability distribution for the training sample i,    q j i    denotes the class predicted probability distribution for the training sample i, N is the number of training samples and M is the number of classes.





2.4. Food Waste Calculation


The main focus of this research was to quantify the food waste from plate images before and after the meal, while the background can vary in the images, because, frequently, things on the table can be changed in position, resulting in the necessity for background removal.



Background removal needs to be considered in order to segment objects from an image, which can be done manually or semi-manually, while the automatic background removal is a challenging task. The most popular background removal techniques are foreground detection, the machine learning-based approach and edge-based background removal. The foreground detection technique detects changes in the image sequence and uses background subtraction to separate the foreground from an image. The machine learning-based approach uses various machine learning algorithms to separate the foreground from the background. The edge-based background removal technique detects edges in the image and, based on these, finds a continuous edge path, while all the elements outside the path are considered as the background [44,45,46]. In this work, background removal was performed using the edge-based background removal technique, which attempts to find the contrast lines or edges in an image, which is the first step in pre-processing the image in order to differentiate objects. When the edges are detected, defining contours becomes accurate, and in the computer vision, contours represent the continuous boundary lines between areas of color contrasting or intensity. Contrary to edge detection, finding contours enables shapes to be found within the image.



During the image pre-processing, the important step is to convert the image into grayscale and use the converted image for the edge detection and finding the contours, where contours that are too big or small to be the foreground are removed and the remaining contours are considered the foreground. Small details in the background can generate very small contours, while on the contrary, very large contours are expected to be seen as a visual artefact of the background. A final background is generated from the remaining contours and blended into the original image.



The main influence on the background removal is the set of assigned variables, in which each variable has a unique effect, as explained in Table 1.



The minimum intensity value (low canny variable) dictates how sensitive contrast must be in order to be detected; if it is adjusted to be too low, it may result in more edges than necessary. The maximum intensity value (high canny) classifies every contrast above its value to be an edge; if it is adjusted to be very high, it can affect performance, while on the other hand, a low value can mean the significant edges are missed. The step of dilating and eroding the edges is optional, but this can pronounce the edges more and create a finer background contour. Lastly, the mask and the frame are blended together with a black background [47].



The same procedure was performed for both plate images before and after the meal, in order to compare their absolute differences and determine the food waste. The food waste was calculated using the simple “absdiff” function [48].





3. Results and Discussion


3.1. CNN Model Results


The model was trained for 20 epochs, and the training results, i.e., train accuracy and loss, are presented in Figure 3.



The training accuracy increased with the epoch’s number increment until the 10th epoch, when it was almost constant. The highest train accuracy and lowest train loss were detected for the 19th epoch, after which a slight train accuracy increase and train loss decrease were observed due to overfitting. More than 20 epochs for training would cause high overfitting, and 10 epochs would be enough to achieve high model accuracy without any risk of overfitting. The test accuracy and loss after the training were 0.988 and 0.102, respectively.



The predicted food category is accurate, showing a not-dominant probability for other categories. In order to better explain the results of the recognition of different foods, 157 categories of food were regrouped into 12 composite food categories, which could be presented within a single table. The proposed composite food categories were fruit, vegetable, processed fruits and vegetables, potatoes, pasta, rice and cereal, meat and meat products, fish, milk and dairy products, bread, cookies, prepared meals and other. Each of the 12 composite food categories consisted of several food categories presented in the database of 157 food categories. For instance, the composite food category named “Fruit” consisted of food categories such as “apple”, “pear”, “strawberry”, “banana” and “peach”.



The proposed CNN model calculates the probability of each food item grouped in one of the twelve composite food categories to be correctly recognized; see Table 2. The results shown in Table 2 contain the average of the probabilities that the picture of each food item is correctly recognized, within a composite category. For example, the probability of the correct recognition of the “Fruit” category is the average of the probabilities that the pictures of apples, pears, strawberries, bananas, peaches, etc., were correctly recognized.



It can be observed that the predicted composite food categories were accurate, showing a not-dominant probability for the other composite categories.



The proposed CNN model can be improved by increasing the data for training the model, the image size, the number of deep layers and the number of epochs. However, increasing the image size and number of layers can be time-consuming, and in addition, increasing the number of layers and epochs can cause overfitting.




3.2. Food Waste Evaluation Results


The surface around the largest shape of the plate’s images before and after the meal was masked, and the food waste was calculated as the difference between the masked images. Figure 4a,b show the plate images originally taken before and after meal, respectively. Figure 4c,d show the images before and after the meal with a masked background, respectively, where the black color represents the mask. Additionally, Figure 4e shows the area of two images, which was taken into consideration while calculating the image differences. As can be seen in Figure 4, the result of the model is that 95.5% of food was eaten, while 4.5% of food was considered as waste, which seems to be in accordance with the presented images.



The food not placed on the plates represents a challenging test of model accuracy. As can be seen in Figure 5, the food is located in plastic boxes, and altogether in a bigger box. As the model masked the biggest shape, in this example, the big box was masked. This problem occurs in the difference between the images before and after the meal, due to the position of the small plastic boxes. Before the meal (Figure 5a), the plastic boxes were closed and the background was masked, while after the meal, they were opened and masking was conducted around them, causing a difference not related to the food waste. The model gave the result that 7.88% of food is waste, although it needs to be taken into the consideration that this percentage might not be completely accurate due to the above explained problem with the open plastic box.



Since the model finds the biggest contour on the image and masks everything outside the contour found, and this is considered the background, a problem occurs with plates with shapes. Figure 6 presents one deficiency of the model for food waste calculation, where one part of the plate is recognized as background and the other part as a food. The model is unable to distinguish the contour of the plate and the food, leading to inaccurate food waste calculation; in this case, food waste was detected to be 57.8%. The problem of plates with shapes can be solved if the whole plate is shown in the image; then, the model would find the plate to be the biggest contour, and not the part of the food.



Another deficiency of the model is presented in Figure 7, where the plate has an irregular shape, leading to difficulties in finding the biggest contour and masking the background. The irregular plates caused inadequate food waste detection results, in this case producing the figure of 37.4%.



The last deficiency of the proposed model is detected when the cutlery is part of the plate in the image before the meal, and when, after the meal, the cutlery is positioned in the middle of the plate. In this case, the cutlery is detected as part of the food before meal and the food waste in the images after the meal. Observing Figure 8a,b, with common sense, it can be concluded that there is 0% food waste; however, the model recognized the cutlery as food, and the model produced false result of 45.8% of food waste.



The food waste calculations were performed based on students’ plate images from the Republic of Serbia, and the results are presented in Table 3, where the average food waste is presented. Considering the previously explained model issues, it can be assumed that the food waste results presented in Table 3 are less accurate than those calculated using the model, as all the previously explained irregularities were also included in the students’ images.



The variety of food waste percentage from different students might be due to the previously explained model deficiencies or inaccurate images.



The average food waste among the students was calculated and the results showed that 21.3% of food was wasted, which can be considered as quite a high number. On the other hand, the authors believe that a more thorough examination could be performed to examine whether the images contained edible or non-edible parts of food.



The proposed model for calculating food waste is recommended for usage with plain plates, without colors and asymmetrical shapes, where adequate plate visibility is enabled. The proposed model for determining probability and calculating the food waste based on images is novel and should improve self-consciousness among students about the generation of food waste.





4. Conclusions


A CNN model for determining the probability of different food categories based on images was developed with high accuracy (more than 98%). Moreover, students’ images of plates before and after their meals were analyzed by masking the background, in order to calculate the differences between the two images without any background, which is considered eaten food, and the food waste was calculated as the rest, up to 100%. The calculation efficiency is dependent on the accuracy of the proposed model. The model showed accurate results when the whole plate is seen in the image, and also when the plate is simple, without irregular colors or shapes. Additionally, any non-food objects (e.g., cutlery) should be excluded from the images. It was calculated that the food waste of Serbian students amounted to 21.3%. Although the model has its deficiencies, when using the model properly, the food waste is calculated using a fast and accurate novel approach.
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Figure 1. CNN architecture. 






Figure 1. CNN architecture.



[image: Electronics 11 03746 g001]







[image: Electronics 11 03746 g002 550] 





Figure 2. Examples of images used for training the CNN model. 
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Figure 3. Training results per epoch. 
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Figure 4. The example of images (a) before the meal, (b) after the meal, (c) before the meal and masked and (d) after the meal and masked. 
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Figure 5. The example of images in plastic boxes (a) before the meal, (b) after the meal, (c) before the meal and masked and (d) after the meal and masked. 
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Figure 6. The model deficiency caused by the shape of the plate; (a) before the meal, (b) after the meal, (c) before the meal and masked and (d) after the meal and masked. 
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Figure 7. The model deficiency due to the color and shape of the plate; (a) before the meal, (b) after the meal, (c) before the meal and masked and (d) after the meal and masked. 
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Figure 8. The model deficiency caused by cutlery after the meal; (a) before the meal, (b) after the meal, (c) before the meal and masked and (d) after the meal and masked. 
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Table 1. The background removal’s set of variables and their descriptions and assigned values.
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	Variable
	Description
	Assigned Value





	Blur
	Affects the smoothness of the dividing line between the background and foreground
	21



	Low canny
	The minimum intensity for drawing the edges
	10



	High canny
	The maximum intensity for drawing the edges
	200



	Dilation iteration
	The dilation’s number of iteration for masking
	10



	Erode iteration
	The erosion’s number of iteration for masking
	10



	Mask color
	The masked background color
	(0, 0, 0)
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Table 2. Confusion matrices for proposed CNN model with average composite food category percentage probability.
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	Fruit
	Vegetable
	Processed Fruits and Vegetables
	Potatoes
	Pasta, Rice, Cereal
	Meat and Meat Products
	Fish
	Milk and Dairy Products
	Bread
	Cookies
	Prepared Meals
	Other





	Fruit
	99.9
	2.8 × 10−14
	2.2 × 10−17
	1.2 × 10−20
	6.1 × 10−9
	1.0 × 10−12
	1.4 × 10−6
	1.4 × 10−5
	3.5 × 10−22
	1.2 × 10−3
	2.9 × 10−15
	9.8 × 10−2



	Vegetable
	1.4 × 10−6
	99.9
	3.5 × 10−22
	1.2 × 10−3
	2.9 × 10−15
	7.6 × 10−16
	6.8 × 10−7
	6.1 × 10−8
	1.2 × 10−3
	2.9 × 10−6
	1.4 × 10−9
	9.7 × 10−2



	Processed fruits and vegetables
	6.8 × 10−7
	6.1 × 10−8
	99.9
	2.9 × 10−6
	1.4 × 10−9
	3.8 × 10−19
	3.0 × 10−2
	1.2 × 10−3
	3.2 × 10−2
	3.5 × 10−22
	7.7 × 10−6
	3.6 × 10−2



	Potatoes
	3.3 × 10−1
	1.2 × 10−3
	7.2 × 10−2
	99.2
	7.7 × 10−6
	5.9 × 10−6
	5.5 × 10−7
	1.5 × 10−5
	4.2 × 10−9
	9.2 × 10−10
	1.5 × 10−6
	3.9 × 10−1



	Pasta, rice, cereal
	5.5 × 10−7
	1.5 × 10−5
	4.2 × 10−9
	9.2 × 10−10
	99.9
	1.5 × 10−8
	3.5 × 10−2
	6.0 × 10−9
	5.5 × 10−9
	2.1 × 10−15
	2.8 × 10−2
	3.7 × 10−2



	Meat and meat products
	5.0 × 10−4
	6.0 × 10−9
	5.5 × 10−9
	2.1 × 10−15
	8.0 × 10−5
	99.8
	5.5 × 10−7
	1.5 × 10−5
	4.2 × 10−9
	9.2 × 10−10
	3.3 × 10−2
	1.6 × 10−1



	Fish
	1.4 × 10−6
	1.5 × 10−5
	3.5010−22
	1.2 × 10−3
	2.9 × 10−15
	1.4 × 10−6
	99.9
	2.8 × 10−14
	2.2 × 10−17
	1.2 × 10−20
	6.1 × 10−9
	9.8 × 10−2



	Milk and dairy products
	6.8 × 10−7
	6.1 × 10−8
	5.5 × 10−9
	2.9 × 10−6
	1.4 × 10−9
	6.8 × 10−7
	1.4 × 10−6
	99.9
	3.5 × 10−22
	1.2 × 10−3
	2.9 × 10−15
	9.8 × 10−2



	Bread
	3.3 × 10−2
	1.2 × 10−3
	2.0 × 10−3
	1.4 × 10−9
	7.7 × 10−6
	3.3 × 10−2
	6.8 × 10−7
	6.1 × 10−8
	99.9
	2.9 × 10−6
	1.4 × 10−9
	3.0 × 10−2



	Cookies
	5.5 × 10−7
	1.5 × 10−5
	4.2 × 10−9
	9.2 × 10−10
	2.9 × 10−15
	5.5 × 10−7
	3.3 × 10−1
	1.2 × 10−3
	7.2 × 10−2
	99.2
	7.7 × 10−6
	3.9 × 10−1



	Prepared meals
	3.5 × 10−3
	6.0 × 10−9
	5.5 × 10−9
	2.1 × 10−15
	8.8 × 10−3
	3.5 × 10−2
	5.5 × 10−7
	1.5 × 10−5
	4.2 × 10−9
	9.2 × 10−10
	99.9
	5.2 × 10−2



	Other
	5.5 × 10−7
	1.5 × 10−5
	4.2 × 10−9
	9.2 × 10−10
	6.3 × 10−2
	7.7 × 10−6
	3.5 × 10−2
	6.0 × 10−9
	5.5 × 10−9
	2.1 × 10−15
	1.2 × 10−3
	99.9
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Table 3. Average student’s food waste in Serbia.
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	Food Waste, %
	No of Students
	No of Images





	21.3
	30
	1354
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