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Abstract: Virtual reality (VR) panoramic video is more expressive and experiential than traditional
video. With the accelerated deployment of 5G networks, VR panoramic video has experienced
explosive development. The large data volume and multi-viewport characteristics of VR panoramic
videos make it more difficult to cache and transcode them in advance. Therefore, VR panoramic video
services urgently need to provide powerful caching and computing power over the edge network. To
address this problem, this paper establishes a hierarchical clustered mobile edge computing (MEC)
network and develops a data perception-driven clustered-edge transmission model to meet the edge
computing and caching capabilities required for VR panoramic video services. The joint optimization
problem of caching and bitrate adaptation can be formulated as a Markov Decision Process (MDP).
The federated deep reinforcement learning (FDRL) algorithm is proposed to solve the problem of
caching and bitrate adaptation (called FDRL-CBA) for VR panoramic video services. The simulation
results show that FDRL-CBA can outperform existing DRL-based methods in the same scenarios
in terms of cache hit rate and quality of experience (QoE). In conclusion, this work developed a
FDRL-CBA algorithm based on a data perception-driven clustered-edge transmission model, called
Hierarchical Clustered MEC Networks. The proposed method can improve the performance of VR
panoramic video services.

Keywords: federated deep reinforcement learning; VR panoramic video; caching and bitrate adapta-
tion; hierarchical clustered MEC network

1. Introduction

Among network services, video services have become mainstream [1]. With the
accelerated deployment of 5G networks, new types of videos, such as 3D videos and VR
panoramic videos, which are more expressive and experiential than traditional videos,
have ushered in opportunities for rapid development. Especially in 2021, with the rapid
spread of the concept of metaverse, more and more things in the physical world were fully
displayed in the metaverse in the form of VR panoramic videos. The VR panoramic video
market is expected to continue to grow at a rate of 34% per year from 2018 to 2024 [2].

Edge computing has been proposed to use the processing power of various devices
between the cloud center and the terminal to perform computing and storage tasks on
the spot. Most data processing and analysis can be carried out at the edge nodes near the
terminal without transmitting them to the cloud center, which can reduce the bandwidth
consumption of the backbone network. Since mobile equipment now includes mainstream
internet terminals, mobile edge networks have become the main form of edge computing,
called mobile edge computing [3–5].

In the age of steadily increasing wireless bandwidth, although video transmission
optimization technologies [6,7] such as content distribution network (CDN), adaptive
bitrate streaming (ABR) and peer-to-peer communication (P2P) have been applied, VR
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panoramic video still has a much higher bitrate than traditional video of the same resolution.
In order to acquire an optimal quality of experience, VR panoramic videos often adopt
ultra-high-definition resolutions such as 4K and 8K. Users often change their perspectives
when enjoying VR panoramic videos, which undoubtedly increases the difficulty of video
caching and bitrate adaptation in advance.

The coding scheme of VR panoramic video is also different from that of traditional
video, which may lead to difficulty in achieving the desired effect with the existing joint
optimization strategy of video coding and transmission. At the same time, the amount
of VR panoramic video data is large, which inevitably requires bandwidth consumption.
These problems lead to the urgent need for edge networks to provide adequate computing
and caching resources.

In recent years, many scholars have carried out a lot of work on virtual reality video
transmission research [8–11], including introducing reinforcement learning (RL) algo-
rithms [12] to solve problems such as video proactive cache and rate adaptation. Based on
the ability of deep reinforcement learning (DRL) to solve complex problems with changing
environments [13,14], it has also been widely used in video transmission optimization.
However, the DRL-based algorithm has the defects of instability and being susceptible to
falling into the local optimal solution. In order to effectively improve learning efficiency,
federated learning (FL) has been proposed to establish a federated learning model based on
distributed datasets, which not only solves data transmission consumption, but also shares
different training data [15]. Furthermore, how to better meet the computing, caching and
communication resources required in VR panoramic video transmission and intelligent
decision making is still an urgent problem.

In this work, to meet the needs of computing, caching and communication capabilities
in VR panoramic video transmission and intelligent decision making, a hierarchical clus-
tered MEC network was constructed. Then, under the proposed network architecture, we
integrated deep reinforcement learning with federated learning to improve the stability and
efficiency of the deep reinforcement learning algorithm. FDRL was applied to the clustered-
edge network to realize joint cache and bitrate adaptive intelligent optimization, for the
purpose of improving the service quality of VR panoramic video. The main contributions
of this paper are summarized as follows:

• Hierarchical Clustered MEC Networks: This paper constructs a regional hierarchical
management model for clustered MEC edge nodes, called Hierarchical Clustered MEC
Networks (HC-MEC). Based on the edge–edge collaboration between edge nodes in
the cluster, the storage and processing capabilities of the MEC server are improved to
meet the needs of VR panoramic video services.

• Data perception-driven clustered-edge transmission model: A clustered-edge trans-
mission model for VR panoramic video driven by user data perception is proposed.
According to the VR panoramic video area of interest predicted by user data, the
joint decisions about caching the video tiles of field of view (FoV) and choosing the
high-quality bitrate version are determined.

• Federated deep reinforcement learning-based caching and bitrate adaptation (FDRL-
CBA): We take the lead in proposing a joint optimization scheme for VR panoramic
video caching and bitrate adaptation. The joint optimization problem is transformed
into a Markov Decision Process (MDP), and federated deep reinforcement learning is
employed to solve it for achieving adequate performance in cache hit ratio and QoE.

The remainder of this paper is organized as follows. Section 2 presents the system
model. Section 3 introduces in detail the framework design of FDRL-CBA. The performance
evaluation is presented in Section 4, followed by conclusions and future work in Section 5.

2. System Model

This paper establishes a VR panoramic video transmission network model based on
mobile edge computing. It mainly includes the following parts of HC-MEC networks:
clustered-edge transmission model, cache model and bitrate adaptation model.
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2.1. The Hierarchical Clustered MEC Networks

The amount of VR panoramic video data is large, and high computing and storage
capacities are required for caching and transcoding processing. A single MEC edge node
can hardly meet the needs of processing capacity. At the same time, the number of MEC
nodes at the network edge is relatively large. The differences in computing, storage
and communication capabilities between nodes are also relatively large. Based on the
above considerations, this paper proposes a regional hierarchical management model for
clustering MEC edge nodes, called Hierarchical Clustered MEC Networks. The HC-MEC
networks are given in Figure 1. In the vertical direction, the hierarchical structure is
realized. From top to bottom, they are cloud center, edge cloud, edge cluster, cluster head
and cluster element. The cluster structure is also implemented in the horizontal direction.
Multiple edge clusters can be connected under an edge cloud, and the edge nodes in each
edge cluster can be different. Therefore, the vertical layering and horizontal clustering of
HC-MEC networks can be described in detail as follows.
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Figure 1. Hierarchical Clustered Mobile Edge Computing (HC-MEC) networks.

(a) Vertical layering: In this network, the VR panoramic video transmission model
is seamlessly connected with the current general video transmission CDN technology.
Vertically, it established a hierarchical network structure to provide integrated computing
resources to meet the needs of task processing. The edge cloud is the CDN regional server.
The MEC edge nodes are deployed to the macro base station, small base station, intelligent
terminal and other locations, which can form a cluster. In this way, a layered transmission
model of VR panoramic video is established.

(b) Horizontal clustering: Due to the large amount of VR panoramic video data, it is
difficult for a single MEC edge node with limited capabilities to independently complete
the caching, transcoding and distribution of VR panoramic videos. For a large number of
MEC edge nodes, according to the clustering algorithm, the establishment of edge clusters
not only improves the edge computing power, but also promotes the horizontal cooperation
between MEC servers. The edge cluster clustering algorithm is established based on the
following basic principles. Firstly, on the basis of considering the service capacity balance
between clusters, edge clusters are divided according to the location area of MEC edge
nodes. Then, the MEC edge node at the edge cluster boundary is determined by the
principle that its service content is similar to the service content of the surrounding edge
clusters. Finally, the cluster head is determined according to the capabilities of computing
and caching.
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2.2. Data Perception-Driven Clustered-Edge Transmission Model

Based on the popularity of FoV video tiles predicted by user data, this paper deter-
mines the intelligent decision of caching FoV tiles in VR panoramic video. For the main
FoV video tiles, we give priority to caching. With the consideration of user network con-
dition and edge network capabilities, the clustered edge will provide a suitable bitrate
version of FoV video tiles as high as possible to obtain better QoE. In this way, with joint
consideration of the user’s network condition and viewport change prediction and the
edge nodes’ caching and computing capabilities, the federated deep reinforcement learning
method is used to adaptively adjust collaborative caching and bitrate adaptation decisions
for achieving data perception-driven VR panoramic video clustered-edge transmission.
The specific process is shown in Figure 2.
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Figure 2. Data perception-driven clustered-edge transmission model for VR panoramic video.

(a) Acquire VR panoramic video: The VR panoramic video is obtained by collecting
the VR panoramic video capture device. Then, the VR panoramic video is projected and
tiled to obtain streaming media files of a series of 2D image chunks, which are transmitted
to the edge CDN server through the cloud center backbone network.
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(b) Cache the VR panoramic video: According to the historical popularity of users in
this area served by MEC edge nodes in the cluster, the FoV video tiles of VR panoramic
video are cached.

(c) VR panoramic video service request: According to the user’s VR panoramic video
request, the agent obtains information such as the user’s viewport selection, network
quality and requested bitrate version.

(d) VR panoramic video service decision: According to the user’s viewport selection,
the network quality and the load situation of MEC edge nodes in a clustered edge, the pro-
posed FDRL-CBA algorithm is used to obtain edge caching and bitrate adaptation decisions.

(e) Implement VR panoramic video services: Due to the edge caching and bitrate
adaptation decisions, the corresponding MEC node in a clustered edge implements the
task of updating video cache state and transcoding. Then, the clustered edge provides VR
panoramic video services to the user.

2.3. Cache Model

The cache model is mainly considered in terms of the rebuffering time of the receiver
and the cache hit rate of the cached FoV video tiles.

(a) Rebuffer model: Rebuffering often occurs in the condition that the buffer occupancy
L(t) is low, when the playback time of the buffered video chunks is less than the time to
download a new video chunk. The calculation of rebuffering time is computed as

Rb(t)= max(d(t)− T(t), 0)

d(t) = Bk(i,t)
W(t) =

X
∑

x=0

Y
∑

y=0
px,yBx,y,k(i,t)

W(t)

(1)

where T(t) is the playback buffer video time, d(t) is the total download time for a new
video chunk and W(t) represents the wireless transfer rate experienced during time period
t. Bk(i,t) is the video bitrate that serves user i at time t. The bitrate for the x-th row and y-th
column tile in the k-th chunk is marked as Bx,y,k(i,t). The symbol px,y represents the average
viewing probability of the x-th row and y-th column tile.

(b) Cache hit rate model: The cache hit rate of T requests in the time period can be
obtained as

CRH(t) = ∑T
i=1 l(Hi)

T
(2)

where l(Hi) is an indicator function.

2.4. Bitrate Adaptation Model

The bitrate adaptation model of VR panoramic video is mainly considered from the
network cost required by the video service and the video quality pursued by users. It
mainly includes three parts: video quality, bandwidth cost and transcoding cost.

(a) Video quality: Generally speaking, the bitrate version of the video determines the
quality of the video, with higher bitrate videos having higher video quality. The quality of
the x-th row and y-th column tile in the k-th chunk can be denoted as

qx,y,k(t) = Ft(Bx,y,k(i, t)) (3)

where the function Ft(·) maps a bitrate to the video quality [16]. Then, the quality of k-th
chunk can be calculated as

qk(t) =
X

∑
x=0

Y

∑
y=0

px,yqx,y,k(t) (4)
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(b) Bandwidth cost: The corresponding bandwidth cost Cb(t) of MEC servers in one
cluster will be generated during the VR panoramic video service process [17]. It can be
defined as

Cb(t) =
N

∑
n=1

P(n, t)W(n, t) (5)

where P(n,t) represents the price of bandwidth and N is the number of MEC severs in
one cluster. W(n,t) is the bandwidth cost in MEC server n at time stage t, which can be
computed by summing all users’ serving video bitrate, which is connected to the MEC
server n at time stage t.

(c) Transcoding cost: Generally, the input bitrate, target bitrate, the number of central
processing unit (CPU) cores for transcoding and the video length need to be considered in
the video pricing model [17]. The video transcoding cost can be denoted as

Ct(t) = σ(Binput − Btarget) · D · Ncpu (6)

where Binput, Btarget represent the bitrate of input and target video, respectively. Ncpu is the
number of CPU cores required for the transcoding task, σ is an adjustable parameter and D
is the time length of the video.

Since there are wired connections between edge nodes in the cluster, which can meet
the sufficient transmission needs, the load of the federated learning model update can be
ignored compared with the bandwidth cost and transcoding cost.

3. Federated Deep Reinforcement Learning-Based Caching and Bitrate Adaptation

This part mainly introduces our proposed optimization objective function and intelli-
gent optimization algorithm based on federated deep reinforcement learning.

3.1. Problem Formulation

In this paper, we formulate the dynamic optimization problem of caching and bitrate
adaptation as a Markov Decision Process to achieve high-quality service of VR panoramic
video by maximizing the cumulative reward of the VR panoramic video streaming service.
Therefore, we define the objective function as

max
M(t),U(t),Bx,y,k(i,t)

J(t) = E
[

T−1
∑

t=0
γtR(t)

]
s.t. C1 : M(t) ∈ {0, 1, · · · , N}, ∀t

C2 : U(t) ∈ {0, 1}, ∀t
C3 : Bx,y,k(i, t) ∈ {B1, B2, · · · , Bmax}, ∀t
C4 : γ ∈ (0, 1].

(7)

3.2. FDRL-CBA Algorithm

(a) Agent design: In the VR panoramic video service, due to the user network condi-
tions and the network resource status of the clustered edge, the mathematical model of the
basic elements such as state, action and reward in the DRL algorithm is established.

• State: According to the clustered-edge transmission model for VR panoramic video,
the state space is set as

S(t) = {Cb(t), L(t), Rb(t), qk(t)} (8)

• Action: The agent action includes caching and bitrate transcoding of FoV tiles. Then,
the action space can be described as

A(t) =
{

M(t), U(t), Bx,y,k(i, t)
}

(9)
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• Reward: Based on the purpose of VR panoramic video service, the reward function
includes the cache hit rate, video quality and four penalty items. In the reward, the
weighted sum of the short- and long-term cache hit rate for each step can be obtained
as CRHsl(t) = CRHs(t) + µ ∗ CRHl(t), where µ is the weight to balance the short-
and long-term cache hit rate. The penalty items include video quality changes, video
rebuffering time, bandwidth cost and video transcoding cost. Then, the reward space
can be defined as

R(t) = µ1CRHsl(t) + µ2qk(t)− µ3|qk(t)− qk(t− 1)|
−µ4Rb(t)− µ5Cb(t)− µ6Ct(t)

(10)

• QoE: The receiver rendering technology is not considered in this paper, so the QoE
of VR panoramic video mainly considers the quality of FoV tiles, cache hit rate and
rebuffering time.

QoEk = µ1CRHsl(t) + µ2qk(t)− µ3|qk(t)− qk(t− 1)|−µ4Rb(t) (11)

(b) Training Methodology of FDRL-CBA: Integrating federated learning into the
implementation of deep reinforcement learning, federated deep reinforcement learning is
proposed to solve this problem. Based on the proposed HC-MEC network model, this paper
constructs a federated deep reinforcement learning-based caching and bitrate adaptation
scheme, which is shown in Figure 3.

In this framework, the FDRL-CBA algorithm proposed in this paper is implemented
based on the clustered edge. Generally, macro base stations and micro base stations are
selected as edge nodes. They are located in a local area, which can promote the efficiency of
federated learning to a certain extent. Under the HC-MEC network structure, hierarchical
federated deep reinforcement learning can also be implemented, including FDRL within
edge clusters and FDRL among edge clusters. This paper mainly focuses on intra-cluster
federated deep reinforcement learning.

In Figure 3, we show the general process of federated deep reinforcement learning
within an edge cluster. The training of deep reinforcement learning is carried out simulta-
neously on each MEC edge node server in an edge cluster. The cluster head is the federated
learning aggregation server, which is responsible for model aggregation and updating.
After the local deep learning of each MEC edge node is completed, the local network model
parameters are immediately uploaded to the cluster head server through the backhaul link.
Then, the overall model is aggregated and updated. After aggregation is complete, each
edge node downloads the latest network model and uses local data to validate the update.
Then, the cluster server performs the next round of federated learning until the iteration
conditions or times are met.

In the clustered-edge network in this paper, the load of federated learning model
update can be ignored because of sufficient transmission requirements by wired connections
between edge nodes in the cluster. In the proposed FDRL-CBA algorithm, we adopt
the Federated Averaging (FedAvg) aggregation algorithm; its iterative model is given
as follows:

wh
t =

∑∀e∈E we
t

N
(12)

where wh
t is the aggregated weight that the cluster head has obtained from the cluster

element’s neural network models in the time stage t. N is the number of cluster elements.
E is a collection of edge nodes within a cluster that send their weight vectors, denoted as
we

t , to the cluster head. The local weight vectors are acquired at each cluster element by
training based on their own local data.

Then, the FDRL-CBA algorithm will be strictly executed according to Algorithm 1.
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Algorithm 1: Federated Deep Reinforcement Learning-Based Caching and Bitrate Adaptation
(FDRL-CBA)

1: Input: the video requests information of users Urequests, the video service environment
information at time t {Cb(t),L(t),Rb(t),qk(t)}
2: Output: bitrate of FoV tiles in VR panoramic video Bx,y,k(i,t), cache edge node location M(t),
update cache status U(t)
3: Initialization:
4: Initialize the DNN parameters wh

t at cluster head with random weights
5: Initialize the replay memory Dm to edge node Nm
6: Initialize clustered-edge network service matrix Vh of requests
7: for iteration = 1, 2, . . . , T1 do
8: Download parameters wh

t from cluster head server and assign them to the DNN model of
each edge node
9: Generate the DNN parameters we

t at each cluster element through local data training by
implementing DRL-CBA
10: Each edge node uploaded the parameters we

t of the training model to the cluster head
11: Perform DNN model aggregation at cluster head by calculating as illustrated in Equation (12)
12: Assign wh

t to the DNN model of cluster head
13: Implement the DRL-CBA algorithm using the cluster header’s local data
14: Update DNN model parameters wh

t
15: Update clustered-edge network service matrix Vh of requests
16: end for

Sub-algorithm: Deep Reinforcement Learning-Based Caching and Bitrate Adaptation (DRL-CBA)

1: Initialization:
2: Initialize the DNN parameters by wh

t
3: Initialize MEC service matrix Ve of requests
4: for episode = 1, 2, . . . , M do
5: Generate the users’ requests data
6: Observe initial state s1 as illustrated in Equation (8)
7: for t = 1, 2, . . . , T2 do
8: Give a random probability ς ∈ [0, 1]
9: Choose action A(t) which listed in Equation (9) as

A(t) =

{
a∗(t) = arg max

a
Q(s, a; θ), ς > ε

a(t) 6= a∗(t), randomly select a(t), others
10: Observe the reward R(t), state S(t+1)
11: Store the transition (S(t), A(t), R(t), S(t+1)) into Buffer pool Dm
12: Update MEC network service matrix Ve of requests
13: Sample random minibatch of transitions (S(t),A(t),R(t),S(t+1)) from Buffer pool Dm

14: Set yj =

{
rj f or terminal s

′

rj + γmaxa′Q(s
′
, a
′
; θi−1)

∣∣∣s, a) f or non− terminal s
′

15: Implement a gradient descent step according to Li(θi) = Es,a∼ρ(·)
[
(yi −Q(s, a; θi))

2
]

16: Update the parameters within the eval network
17: Reset the parameters within the target network in every G time stages
18: Update the learning rate
19: end for
20: end for
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4. Performance Evaluation

We verify the performance of the proposed FDRL-CBA algorithm for VR panoramic
video services in clustered-edge networks through simulation experiments. In order to
demonstrate the effectiveness of the clustered edge transmission model and the proposed
FDRL method, simulation experiments for comparative methods of FDRL-CBA without
transcoding, DRL-CCT [11] and DRL-CCT for single MEC are carried out. The DRL-CCT
method is acquired by transforming the application of the DRL-CCT algorithm into VR
panoramic video transmission. The experiments use the Python platform for simulation,
and the federated deep reinforcement learning modules are implemented by TensorFlow.

4.1. Experiment Setup

In the experiments, we set up seven edge nodes in one edge cluster to provide video
services for 30 users in the local area. There are 10 VR panoramic videos for the edge
nodes to cache in advance. The mapped VR panoramic videos’ data can be divided into
30 chunks with a duration of 10 s, and each chunk can be decomposed into 4× 8 FoV video
tiles of the same size. The available bitrate set for each tile is {1 Mbps, 2 Mbps, 4 Mbps,
10 Mbps, 20 Mbps}. The cached video is generally the highest bitrate version. Then, we
generate the user data of requests randomly. The video data of users’ requests followed the
Zipf distribution.
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In the deep Q network (DQN), we built a four-layer network structure with two
hidden layers of size 256 and 512, and the neural network was fully connected. The loss
function we used in the deep neural network (DNN) is the mean square error. During
the training process, as the learning progresses, we continuously reduce the exploration
probability of the greedy algorithm to promote its convergence as soon as possible. The
size of the experience reply pool in DQN is set to 2000, and the batch size in Stochastic
Gradient Descent (SGD) is 32. The parameters used in the experiment are given in Table 1.

Table 1. Summary of major parameters’ values.

Parameter Value Parameter Value

D 10 s µ4 1.0
γ 0.9 µ5 0.1

learning rate 0.01 µ6 0.1
µ 0.6 px,y 1/32
σ 1.2 {Ncpu} {2, 4, 6, 8}
µ1 1.2 X 4
µ2 1.5 Y 8
µ3 1.0 ε 0.9

4.2. Performance Analysis

In simulation experiments, the above comparison methods are simulated under our
experimental framework. In DRL-based methods (DRL-CCT, DRL-CCT for single MEC),
the DQN agents runs 40 episodes, and one episode contains 50 VR video service requests.
To facilitate comparison, DQN agents also apply the same settings in FDRL-based meth-
ods (FDRL-CBA, FDRL-CBA without transcoding). The federated learning of DQN is
conducted in 10 rounds. Based on the characteristics of deep reinforcement learning,
for all experimental algorithms, all simulation results are obtained from an average of
20 algorithm executions.

Figure 4 shows a comparison of the convergence of the four methods. It can be seen
from the figure that the loss value of all methods has volatility, which is determined by the
characteristics of deep reinforcement learning. However, with the progress of federated
learning, the loss value range of the FDRL-based methods gradually becomes smaller,
especially the FDRL-CBA method. Moreover, compared with the DRL-based methods, the
loss value of federated deep reinforcement learning converges faster after aggregation, and
the training efficiency is higher, which confirms that federated learning can improve the
training effect of deep reinforcement learning.

Figure 5 shows how the reward changes as learning progresses. As can be seen from
Figure 5, compared to the other three algorithms, the reward stability of our proposed
FDRL-CBA algorithm is better. With the progress of federated learning, the fluctuation bars
in the reward function continue to become sparser, indicating that the fluctuation of the
reward becomes smaller and remains more stable.

Figure 6 is a comparison of cache hit ratios among the four methods. It can be
seen from the experimental results that the cache hit rate of FDRL-CBA algorithm is the
highest. Especially when the cache resources are insufficient, the advantage of our proposed
algorithm in cache hit rate is more obvious. In addition, the clustered edge-based method
has a significantly higher cache hit rate than the single MEC method. It shows that the
video service mode based on the clustered edge improves the video cache hit rate compared
with the independent MEC server video service mode.
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The QoE performance in different algorithms is given in Figure 7. In terms of QoE
performance of users, the algorithm based on FDRL-CBA achieved stability and showed
the best performance. Compared with the DRL-based algorithm, the FDRL-CBA algorithm
improved the video experience quality. This is because federated learning makes full use
of distributed training data, which improves the accuracy of the DRL model to a certain
extent. The QoE performance of the FDRL-CBA method outperforms the method of FDRL-
CBA without transcoding, which shows the necessity of joint optimization of caching and
transcoding. Therefore, the simulation results are consistent with the theoretical results.
In conclusion, the method proposed in this paper achieves better performance in terms of
cache hit rate and QoE.

Electronics 2022, 11, x FOR PEER REVIEW 14 of 15 
 

 

 
Figure 7. The QoE performance in different algorithms. 

5. Conclusions and Future Work 
In view of the needs of VR panoramic video services, this paper constructed Hierar-

chical Clustered MEC Networks to provide sufficient computing and caching resources 
for caching and bitrate adaptation in VR panoramic video services. The proposed network 
architecture can support the collaboration between MEC edge nodes within the edge clus-
ter and realize a data perception-driven clustered-edge transmission model for VR pano-
ramic video. Then, the algorithm of federated deep reinforcement learning-based caching 
and bitrate adaptation was designed to implement adaptive caching and transcoding for 
VR panoramic video. The proposed method achieves better video service performance in 
terms of cache hit rate and QoE. 

The cost consumption of various methods was not analyzed in this paper, and it also 
only focuses on the bitrate version of VR panoramic video, which does not consider the 
video format, mapping method, etc. In addition, many details of VR video transmission 
need further research, such as VR panoramic video quality perception and evaluation 
methods, federated learning aggregation methods and improvement of deep reinforce-
ment learning. In the future, we will further explore the details of VR panoramic video 
edge services based on the proposed network architecture, including intra-cluster edge 
nodes’ load balancing and collaboration between clusters. 

Funding: This research was funded by the National Natural Science Foundation of China (no. 
61961021) and the Science and Technology Project of Jiangxi Education Department (no. GJJ180251). 

Data Availability Statement: The data in this paper are available from the corresponding author 
upon request. 

Conflicts of Interest: The author declares no conflict of interest. 

References 
1. Cisco Visual Networking Index: Global Mobile Data Traffic Forecast Update, 2017–2022 White Paper. Available online: 

https://www.cisco.com/c/en/us/solutions/collateral/serviceprovider/visual-networking-index-vni/white-paper-c11-
738429.html (accessed on 9 March 2020). 

2. 360-Degree Camera Market Analysis—Global Forecast by 2018–2024. Available online: https://www.marketresearchen-
gine.com/360-degree-camera-market (accessed on 6 November 2019). 

Figure 7. The QoE performance in different algorithms.



Electronics 2022, 11, 3968 13 of 14

5. Conclusions and Future Work

In view of the needs of VR panoramic video services, this paper constructed Hierar-
chical Clustered MEC Networks to provide sufficient computing and caching resources
for caching and bitrate adaptation in VR panoramic video services. The proposed network
architecture can support the collaboration between MEC edge nodes within the edge cluster
and realize a data perception-driven clustered-edge transmission model for VR panoramic
video. Then, the algorithm of federated deep reinforcement learning-based caching and
bitrate adaptation was designed to implement adaptive caching and transcoding for VR
panoramic video. The proposed method achieves better video service performance in terms
of cache hit rate and QoE.

The cost consumption of various methods was not analyzed in this paper, and it also
only focuses on the bitrate version of VR panoramic video, which does not consider the
video format, mapping method, etc. In addition, many details of VR video transmission
need further research, such as VR panoramic video quality perception and evaluation
methods, federated learning aggregation methods and improvement of deep reinforcement
learning. In the future, we will further explore the details of VR panoramic video edge
services based on the proposed network architecture, including intra-cluster edge nodes’
load balancing and collaboration between clusters.
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