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Abstract

:

Depression is a prevalent sickness, spreading worldwide with potentially serious implications. Timely recognition of emotional responses plays a pivotal function at present, with the profound expansion of social media and users of the internet. Mental illnesses are highly hazardous, stirring more than three hundred million people. Moreover, that is why research is focused on this subject. With the advancements of machine learning and the availability of sample data relevant to depression, there is the possibility of developing an early depression diagnostic system, which is key to lessening the number of afflicted individuals. This paper proposes a productive model by implementing the Long-Short Term Memory (LSTM) model, consisting of two hidden layers and large bias with Recurrent Neural Network (RNN) with two dense layers, to predict depression from text, which can be beneficial in protecting individuals from mental disorders and suicidal affairs. We train RNN on textual data to identify depression from text, semantics, and written content. The proposed framework achieves 99.0% accuracy, higher than its counterpart, frequency-based deep learning models, whereas the false positive rate is reduced. We also compare the proposed model with other models regarding its mean accuracy. The proposed approach indicates the feasibility of RNN and LSTM by achieving exceptional results for early recognition of depression in the emotions of numerous social media subscribers.
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1. Introduction


Depression is a risk indicator of Dementia. People suffering from Dementia tend to notice a decline in their cognitive abilities such as thinking and remembering [1,2,3]. According to the World Health Organization (WHO), depression affects more than 300 million individuals across the world [4]. Depression can badly affect personal well-being, family affairs, and workplace educational institutions, and lead to personal injuries. Depression is one of the major causes of mental disorder, or incapability [5]. Early recognition and treatment of depressive symptoms can significantly improve the chances of controlling the disease of depression and minimize the negative impact of depression on the well-being, health and the social–economic life of a person. Identification of depressed and non-depressed individuals from online social media is a very crucial task. Social media information, communication, and posts describe the user’s sentimental condition [6]. However, their sentimental status will be vigorous and can lead to uncertain detection of depression. The most prevalent procedures employed at present are clinical interviews and questionnaire surveys conducted by hospitals or agencies [7], where psychiatric assessment tables are used to establish mental disorder prognosis.



This method is primarily based on one-on-one surveys and can diagnose depression as a psychic condition. The examination of informal texts submitted by users is a substitute for interview- or questionnaire-based depression forecasts. Previous clinical psychological research has revealed that the link between a dialectal user (a presenter or composer) and text is significant and could lead to opportunities in the future [8]. Online records and data are becoming more widely recognized as viable data sources for healthcare decision-making [9]. Artificial Intelligence (AI)- and Natural language Processing (NLP)-based processing techniques help machine learning identify depression from sentiments or emotions [10]. Among the different approaches, machine learning has been widely utilized to examine humans’ physical and mental conditions from various data sources [11,12,13,14]. The major fear in this area is making and implementing illogical AI decisions and lacking explanations about the models’ behavior.



The portrayal of substantial depressive cues from the literature is one of the most challenging tasks. Previous research has discovered that an automated textual analysis of depressive symptoms can be used in, for example, detecting disrespectful or depressing phrases or sentences in conversations or blog postings, as well as sentiment recovery from suicide notes [1,15,16,17]. The categorization of shared blog posts is critical to examine to save the lives of any desperate individuals. However, research extracting depression symptoms from texts still has promise.



In addition, recognizing depression symptoms from brief texts presents a significant challenge. To help resolve these ultimatums, we want to create an algorithm that can automatically detect depressive signs from texts using a text-based sample for people who need advice about self-anticipated depressive indications. Figure 1 shows the basic procedure for identifying depressive text from tweets by implementing the preprocessing and feature engineering steps on the data. Then, the data are passed through the training and testing process to make the prediction. The main contributions of this work are as follows:




	1.

	
We provide a detailed discussion of depression, depressive symptoms, and its types. This study concentrates on processing textual data and detecting depressive traits.




	2.

	
We extract features from a text dataset using One-Hot encoding method and Principal Component Analysis (PCA) to represent possible depression symptoms and sentiments in tweeter data.




	3.

	
We propose a deep learning model using LSTM, with 60 LSTM units with two hidden states and bias factors, and an RNN with two hidden layers for the early detection of depression by training the model with depressive and non-depressive sample data.




	4.

	
We evaluate the proposed prediction model using the Tweets-scraped depression dataset and evaluate the proposed model using the following evaluation matrices: precision, accuracy, f1-measure, and support.




	5.

	
The evaluation results show that the proposed framework improves accuracy by detecting depression from textual data.









This research paper examines the related research works that have offered a solution for identifying depression in social media in Section 2. Section 3 discusses the proposed methodology, used for early depression detection. Section 4 provides a discussion of the results obtained from experiments. The conclusion and future task is discussed in Section 5.




2. Literature Review


Artificial intelligence approaches, such as machine learning, have been used in several studies on the early classification of depression. Syms and JS Raj in [18] suggested the use of N-gram language modeling to classify the anxiety levels of generated emotional characteristics and vector integration with topic analysis. Orabi in [19] suggested the use of the Continuous Bag of words (CBOW) embedding technique to detect depression from the Twitter dataset. Kim Jin in [20] discussed the impact of using a supervised machine learning algorithm to measure predictive factors for detecting post-traumatic stress disorder. They built a model in every language style, using Twitter users as part of their research. Wonkoblap.A in [21] proposed a deep neural network method to analyze depression in social media. They used the Twitter dataset for analysis. Q un Nisa in [22] used convolutional neural networks to compare a variety of models. For the prediction of emotions, it is dependent on linguistic metadata. They had success with the proposed strategy when completing state-of-the-art jobs.



Most research investigations on the identification of depression are based on textual data or person-descriptive methods using social media posts to select features. The linguistic elements of the social media content, such as words, Part-of-Speech (POS), N-grams, and other linguistic properties, are the subject of textual-based featuring [23]. The descriptive-based featured technique emphasizes subject descriptions, including age, gender, employment position, income, drug or alcohol consumption, smoking, and other personal information about the subject or patient [24].



Ibitoye A.O in [25] examined two studies that employed the predictive ability of supervised machine-learning classifiers to analyze the interaction of emotions. They classified depression-related posts on social media using classification methods. Table 1 contains the summary of research carrid out by researchers on various algorithms for the early detection of depression from 2017 to 2021. Trifan Alina et al. in [26] suggested a rule-based estimator using a tf-idf weighting technique for the bag-of-words characteristics to detect depression from the Reddit social media site. Mathur and Puneet in [27] proposed a solution using Bidirectional LSTM (BLSTM) + Attention model for the early detection of depression from the historic tweets of Twitter users.



Limitations of Existing Works


The literature review has studied numerous depression detection and prevention methodologies, which were implemented using data mining. Previous frameworks focused on discovering depression from limited phrases, sentences, and blog posts, with low accuracy. However, research extracting depression symptoms from texts still has much promise, and this is one of the most difficult challenges when detecting significant melancholy from a concise text. To diagnose depression, the majority of the researchers used a single machine-learning method. Furthermore, the researchers concentrated on the accuracy value to decide which algorithm is most-suited to the situation. The investigators also applied a single equal-size dataset to each algorithm. We raise the following research questions, which must be observed.



	1.

	
What are the difficulties in implementing a text-based depression detection?




	2.

	
What is the most effective text-based approach for early-stage depression detection?




	3.

	
How can we examine which factors are most efficient in detecting depression?







However, the limitation of each article, as listed above, is the pitfall and key to stressing the algorithm for better performance. Thus, to overcome the limitations of existing works, we used the data pr-processing and deep learning techniques in our framework for the early detection of depression from user tweets. We used the performance evaluation metrics to analyze model efficiency.





3. Proposed Methodology


The methodology starts with data collection. We obtained an extensive unbalanced data set of tweets from the Kaggle website [38]. The data were cleansed and balanced before data pre-processing began. Next, the data were segmented, stemmed, and lemmatized as part of the normalization process. The data were then processed to determine a word score. The data were passed into machine-learning classifiers to predict depressed and non-depressed text tweets. The data were divided into two categories: training and testing split sets. The training data were utilized to create the sample framework to ensure that the classifier develops. Once the sample framework was trained against the data for assessment, the test data were loaded into it.



3.1. Data Pre-Processing


The data were pre-processed in the first phase of the detection model. Pre-processing includes the transformation and normalization of data. To clean the dataset, URLs, retweets, mentions, and stop-words were removed from the dataset. Each row of the dataset was then tokenized by breaking the text into tokens or words. After that, the tokenized words were subjected to stemming and lemmatization. The stemmed input text was processed through the One-Hot procedure to extract features from these input words. The features were binary patterns that could be employed in the machine learning prediction model to predict depression (1 represents depressed, and 0 represents other words). The list of depressive sentences and words is represented in Figure 2, extracted from the dataset. Figure 3 represents some depressive tweets taken from the dataset.



Algorithm 1 was used to extract unique depressive features from the dataset. The one-hot technique was used to identify and measure the frequencies of all important depressive words instead of typical Term Frequency–Inverse Document Frequency(TF-IDF). Thus, the one-hot binary features based on depressive symptoms can be expressed as   M i   for the ith text in the dataset.






	Algorithm 1 Feature-Extraction From Text



	
	1:

	
Begin




	2:

	
L = 1




	3:

	
n = Number of Feature Sentences




	4:

	
for i = 1 to n do




	5:

	
   Feature = Obtain Feature_Sentence




	6:

	
   Tokenized_Feature = Separate Words From Feature




	7:

	
   for Word in Tokenized_Feature do




	8:

	
     if Word in Text then




	9:

	
        M[L]=1




	10:

	
     else




	11:

	
        M[L]=0




	12:

	
     end if




	13:

	
     L = L + 1




	14:

	
   end for




	15:

	
end for




	16:

	
Return M




	17:

	
End















3.2. Features Visualization Using Principal Component Analysis (PCA)


We embraced a dimensionality reduction technique called PCA to visualize features. PCA performs decomposition using the covariance matrix to generate eigenvalues to minimize the inner scattering of samples and maximize inter-class scattering. The Equations (1) and (2) show the inner and inter-class scattering of matrices.


      F D  =  1  n − 1    ∑  i = 1  n   (  X i  −   X ¯  j  )    (  X i  −   X ¯  j  )  T      



(1)






      F E  =  1  n − 1    ∑  i = 1  n   ∑   x k  ϵ  C i     (  X i  −   X ¯  j  )    (  X i  −   X ¯  j  )  T      



(2)




where n represents number of features,   x k   represents feature vector,   x i   represents mean and   x j   represents mean of all feature vectors. PCA calculates and normalize the eigen values by taking the determinant of the feature matrix. In Equation (3) S represents the feature matrix,  λ  represents the eigen value and I is the identity matrix used to calculate the value of eigen vector for PCA.


     d e t ( S − λ I ) = 0     



(3)







In Equation (4) the S feature matrix shows the optimization of features using determinant and transpose method.


      S  o p t   =    |   S T   F D   S |     |   S T   F E   S |        



(4)







The Figure 4 shows the   3 − D   plot representation of PCA, which provides optimal features after reduction using the principal component analysis technique.




3.3. Modeling LSTM-RNN for Emotional State Analysis


While conversing with others, sentiments can be expressed as time-sequential sentences in textual data. Machine-learning models are pretty capable of encoding time-sequential data. We implemented RNN because it is the most optimal method for working with sequential data. RNN comprises recurrent connections with past and present states and hidden states. Memory plays an essential function in neural networks and sometimes faces gradient disappearing problems. LSTM is the solution to memory-processing-related problems. Figure 5 shows the basic structure of RNN containing 60 units of LSTM.



As Figure 5 shows, in every LSTM block, there is a cell state and a gate state. The gate state consists of three gates: an input gate, a forget gate, and the result gate. The input gate can be represented as in Equation (5):


     I n p u  t t  = σ  (   X  L I    L t  +  U  H L    H  t − 1   +  b t   )      



(5)







Here, X is input, U is weight matrix, b is bias function, t is timestamp and  σ  is used for logistic operation. The input gate can be described as represented in Equation (6):


     F o r g e  t t  = σ  (   X  L F    L t  +  U  H F    H  t − 1   +  b f   )      



(6)







The LSTM is represented by a cell state vector Z, which can be written as shown in Equation (7)


      Z t  =   F t   Z  t − 1   +  F t  p a n h  (  X  L Z    L t  +  U  H Z    H  t − 1   +  b Z  )       



(7)







The output gate O can be described as represented in Equation (8):


      O t  = σ  (   X  L O    L t  +  U  H O    H  t − 1   +  b O   )      



(8)







The hidden layer can be represented as shown in Equation (9)


      h t  =  O t  p a n h  (  Z t  )      



(9)







Before applying the dense layer, we deployed an attention layer on the LSTM [39] units, as represented in Equation (10)


     a   ( a t t e n t i o n )  t  = L S T M  (  h t  , a   ( a t t e n t i o n )   t − 1   )      



(10)







The attention method is used to improve the model’s accuracy; that is, the logic of applying the attention approach to the upper layer of LSTM. The attention approach emphasizes critical information in the present objective above irrelevant information. A “SoftMax” function can be used to determine the output results described in Equation (11), where “U” is the weighted function and “b” is the bias function.


     R e s u l t = S o f t M a x (  U R   A R  +  b R  )     



(11)







The Algorithm 2 is for the dataset training and Algorithm 3 is for the prediction of depressed and non-depressed text implemented through the LSTM-RNN model.






	Algorithm 2 Model For Training Text



	
	1:

	
Begin




	2:

	
Q = Number of Training Text Samples




	3:

	
for i = 1 to Q do




	4:

	
   Obtain   i  t h    Text, T = training _Text(i).




	5:

	
   Obtain features   Y i  




	6:

	
   Assign label of   i  t h    Text to   Z i  




	7:

	
end for




	8:

	
Obtain all training features Y, and labels, Z




	9:

	
Train an LSTM recurrent network R, based on Y and Z




	10:

	
End



















	Algorithm 3 Prediction Model



	
	1:

	
Begin




	2:

	
Obtain features Y




	3:

	
P = Weights after applying Y on the trained LSTM, R




	4:

	
Q = Weights of the final 2 neurons in P




	5:

	
T = Arg _ Max(Q)




	6:

	
if T = 0 then




	7:

	
   Decision = Depressed




	8:

	
else




	9:

	
   decision = Non-Depressed




	10:

	
end if




	11:

	
End














4. Experimental Analysis and Discussion


4.1. Dataset Description


Dataset assessment is crucial for testing and assessing the performance of any detection system. The quality dataset is the key to producing valuable and efficient results. We used a Tweets-Scraped dataset containing more than 4000 tweets that are publicly available on Kaggle [38]. The dataset contains both depressed and non-depressed tweets. Table 2 represents some meaningful depressive and non-depressive sentences that we obtained after data preprocessing.




4.2. Evaluation Metrics


We determine the precision, recall, support, accuracy, and F-1 measure to increase the performance of our prediction model. A detailed description of the metrics used for evaluation is given below. Accuracy is the number of correctly predicted examples divided by the total number of forecasts generated by the model, and every method can behave differently in terms of correctly categorised instances, as shown in Equation (12).


     A c c u r a c y =    T p  +  T n     T p  +  F p  +  F n  +  T n        



(12)







Overall precision prediction anticipated positive results. This refers to the number of people who were classified as depressed and who are genuinely predicted to be depressed and could be determined using the formula represented in Equation (13):


     P r e c i s i o n =   T p    T p  +  F p        



(13)







Recall predicts how many positive depression cases were accurately predicted by the model out of all the positive cases. The recall percentage is calculated by multiplying the TP by the total of the TP and FN and its Equation (14) is


     R e c a l l =   T p    T p  +  F n        



(14)







The value of the F-Measure evaluates the harmonization of two factors based on precision and recall because they measure distinct features represented in Equation (15)


     F 1 M e a s u r e = 2 *   P r e c i s i o n * R e c a l l   P r e c i s i o n + R e c a l l       



(15)







The results of the tweeter dataset after applying a deep recurrent neural network algorithm are explained here. We break the whole dataset into fractions of 90% and 10% for the training sample and testing set procedure. We put the model dataset on Intel(R) Core-i7 CPU with a speed of 3.0 GHz, memory of 64 GB, Window 10 OS, TensorFlow with Keras library (deep learning tools) to test the proposed solution. Four-fold and ten-fold cross-validation was performed on the dataset, and the highest accuracy, of 99.66%, was achieved from 10-fold cross-validation. Table 3 shows the experimental results of the classification of 10-fold cross validation on the dataset using the proposed solution. The precision of depressive tweets is 99%, while the precision of non-depressed tweets is 97%.



In the testing experiment, 90% of the data were taken for training and 10% for testing. Figure 6 and Figure 7 depicts a confusion matrix of the proposed solution with 4-fold and 10-fold cross-validation. Figure 6 shows a 99.15% mean accuracy for 4-fold cross-validation with a 0.9691% true positive and 0.0309% false positive rate for depressed tweets, and a 0.0049% false negative rate and 0.9951% true negative rate for non-depressed tweets. Figure 7 represents the 99.66% mean accuracy of 10-fold cross-validation, with a 0.9944% true positive rate and 0.0056 false positive rate of depressed tweets, while there was a 0.0030% false negative rate and 0.9970 true negative rate for non-depressed tweets.



The proposed framework performs exceptionally well and provides the highest accuracy results. The LSTM saves the words recorded in the memory for an extended period, which helps it compare words for the identification of depression from textual tweets. The overall performance of the trained model is excellent and satisfactory. The accuracy and epoch of the proposed framework for the whole training dataset are represented in Figure 8 below. The epoch represents the cycle of training data and the achieved accuracy. The accuracy increases as the epoch increases.



We compare the proposed model with [4]. They used a text dataset of Norwegian young people’s information on the online channel: ung.no to detect depression by implementing the LSTM approach, while we implemented the model on tweets from the tweeter dataset. They used the linear discrimination method for feature extraction, while we used PCA, an unsupervised learning technique, for the robustness of features and to improve the accuracy. We applied LSTM with two hidden layers and a large bias factor to obtain better results. We also evaluated the results with classification metrics. We also compared the proposed model’s performance with different approaches; the results are shown in Table 4. We obtained 97.21% mean accuracy for SVM 97.31% for naive Bayes. We obtained 83% mean accuracy by implementing a one-hot approach on SVM, while we obtained 85% mean accuracy with the TF-IDf technique. The one-hot method with decision trees gives us 82% mean accuracy, CNN with the TF-IDf approach offers 91% accuracy, and DBN with a one-hot approach provides 89% mean accuracy. LSTM obtained the highest accuracy with a one-hot technique implemented using the proposed solution.





5. Conclusions


It is critical to automatically recognize depression from text to help depressed patients in healthcare departments. A multivariate human depression prognosis strategy based on a one-hot methodology for robust features was examined to characterize depressive symptoms from the text data using the RNN approach with the LSTM technique. The large textual dataset was obtained from the kaggle website. Then, stemming and lemmatization and a robust one-hot and PCA technique were activated on the dataset for data cleaning and feature extraction. After that, to simulate two different emotional states, depressed and non-depressed, one-hot features were used to train a deep RNN-LSTM approach. Then, the trained model was utilized to predict textual data. An accuracy of 99% was attained by implementing the proposed solution with a reduced false positive rate. The evaluation results showed that our framework offers high accuracy, precision, recall, and F1-measures compared to the Naive Bayes, SVM, CNN, and Decision Trees. The attributes employed in this study can significantly facilitate machine learning judgments and lead to an effective user interface for improved services. Recognition of anxiety and depression from the text might be employed in mental healthcare units for real-time prediction analysis of normal and severe states of mood disorders. In the future, we intend to implement the hybrid recurrent neural network on a large dataset of mentally disturbed people to observe their behavior.
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Figure 1. Procedure of Depression Detection. 
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Figure 2. Some depressive sentences and words from dataset. 
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Figure 3. Some depressive tweets from data set. 






Figure 3. Some depressive tweets from data set.



[image: Electronics 11 00676 g003]







[image: Electronics 11 00676 g004 550] 





Figure 4. 3-D plot after PCA on robust emotional state features. 
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Figure 5. Basic Architecture for 60 LSTM Units. 
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Figure 6. Fold-4 Confusion Matrix of Proposed Model. 
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Figure 7. Fold-10 Confusion Matrix of Proposed Model. 
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Figure 8. 10-Fold Accuracy and Epoch. 
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Table 1. Summary of Related Works from 2017 to 2021. Keys: NB—Naive Bayes, SVM—Support Vector Machine, LR—Linear Regression, DT—Decision Tree, RF—Random Forest, CNN—Convolutional Neural Network, MLP—Multi-Layer Perceptron, MDL—Minimum Description Length, MSNL—Multiple Social Network Learning, WDL—Weighted Deep learning, GB—Gradient Boosting, SS3—a text classification method.
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	Reference
	Year
	Method
	Findings
	Limitations





	Aldarwish [28]
	2017
	SVM, NB
	NB gives high accuracy
	Data-set is in Arabic



	Shen G. [29]
	2017
	MDL, MSNL, NB, WDL
	MDL accuracy is high
	Focused on user confession



	Islam M.R. [30]
	2018
	DT, SVM, K-Nearest
	DT gives best results
	Data focus on comments



	Nguyen T.L. [31]
	2018
	DT, SVM, Ensemble
	DT gives high accuracy
	Data focus on comments



	Gaikar M. [32]
	2019
	NB, SVM Hybrid model
	85% Accuracy
	Time Consuming



	Burdisso S.G. [33]
	2019
	SS3, NB, SVM, KNN
	SS3 is best
	Time Consuming



	Farima [34]
	2019
	MLP, SVM, NB
	MLP is Best
	Limited Data-set



	Alsagri [35]
	2020
	SVM, DT, NB
	SVM gives high accuracy
	Cannot avoid over-fit data



	Kim J. [36]
	2020
	CNN, XGBoost
	CNN accuracy is high
	Limited Scope



	Filho De Souza [37]
	2021
	DT, SVM, RF, GB, LR
	RF provides high accuracy
	Focus on user confession
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Table 2. Some important depressive and non-depressive sentences.
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	Depressed
	Non-Depressed





	End my life
	I’m Happy



	Suicidal thoughts
	Having fun



	Always tired
	Enjoying movie



	Feeling Sad
	joyful



	have no appetite
	In happy mood



	Crying
	Enjoying life



	Why I’m always negligible
	Playing



	Unmotivated
	Inspired



	Nothing interests me
	Feeling motivated
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Table 3. Fold-10 Result of Proposed Methodology.
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Predicted

Output

	
State




	
Depressed

	
Non-Depressed

	
Mean






	
Precision

	
0.99

	
0.97

	
0.98




	
Recall

	
0.98

	
1.00

	
0.99




	
F1-measure

	
0.99

	
0.97

	
0.98




	
Support

	
998

	
190

	
1181
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Table 4. Prediction accuracy with different approaches.
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	Approaches
	Mean Accuracy (%)





	SVM
	97.21



	Naive bayes
	97.31



	One-hot + SVM
	83



	TF-IDf + SVM
	85



	One-hot + Decision Trees
	82



	TF-IDF + CNN
	91



	one-hot + DBN
	89
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