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Abstract

:

The feasibility of using depth sensors to measure the body size of livestock has been extensively tested. Most existing methods are only capable of measuring the body size of specific livestock in a specific background. In this study, we proposed a unique method of livestock body size measurement using deep learning. By training the data of cattle and goat with same feature points, different animal sizes can be measured under different backgrounds. First, a novel penalty function and an autoregressive model were introduced to reconstruct the depth image with super-resolution, and the effect of distance and illumination on the depth image was reduced. Second, under the U-Net neural network, the characteristics exhibited by the attention module and the DropBlock were adopted to improve the robustness of the background and trunk segmentation. Lastly, this study initially exploited the idea of human joint point location to accurately locate the livestock body feature points, and the livestock was accurately measured. According to the results, the average accuracy of this method was 93.59%. The correct key points for detecting the points of withers, shoulder points, shallowest part of the chest, highest point of the hip bones and ischia tuberosity had the percentages of 96.7%, 89.3%, 95.6%, 90.5% and 94.5%, respectively. In addition, the mean relative errors of withers height, hip height, body length and chest depth were only 1.86%, 2.07%, 2.42% and 2.72%, respectively.
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1. Introduction


As precision animal husbandry is leaping forward, scientific feeding and management can help producers gain insights into the health and overall welfare of livestock. Accordingly, body measurement turns out to be a vital indicator to assess fat deposition and energy metabolism of livestock [1]. Conventional measurement methods mainly exploit tools for the measurement. Besides the time-consuming characteristic and high costs, livestock will come into contact with measurement processes. The stress response of livestock affects measurement accuracy while causing personal injury [2]; therefore, it is necessary to develop an automated measurement method instead of manual measurement.



Against the defects of conventional methods, computer vision has been adopted in livestock body size measurement [3]. The feasibility of using 2D images has been proven to measure the body size of goat [4,5], pig [6,7], cattle [8,9], horses [10], and other livestock; however, measurements by 2D images without depth information were often inaccurate [11,12]. With the emergence of depth sensors (e.g., Kinect, Intel Realsense and ASUS-Xtion), 3D images with depth information have been used for more accurate body size measurement of livestock.



For pigs, Wang et al. [13] and Shi et al. [14] used random sample consensus to remove the background point cloud, and the body measurements were acquired by calculating the integral length of the curve. For cattle, Salau et al. [12] manually marked the feature points and calculated the cattle body size with the Cartesian coordinates. The feature point marking method was then optimized by Ruchay et al. [15]; the filters were used to remove the noises in the depth map and marked feature points in cattle. For goats, Lina et al. [16] detected the feature points by finding the convex to calculate the goat’s body size. Guo et al. [17,18] developed the LSSA_CAU system to measure the body sizes of pigs, horses and cattle in their respective scenes, exploiting the unevenness of the first derivative of the point cloud curve to find the feature points of livestock; however, all the above research on livestock body size measurement analyzed a single livestock species in a specific scene, and the measurement accuracy was greatly influenced by illumination, background and livestock species, and therefore it does not have wide application value.



To obtain a widely applicable method based on existing studies, the related research in livestock body size measurement should focus on how to overcome the influence of illumination, background and livestock species to obtain high-quality point clouds and accurate feature points. Numerous researchers have completed background segmentation and body-part segmentation of livestock by deep learning [5,19,20,21,22]; however, this research has also been limited to single livestock species and has poor robustness to livestock species and background noise. Further research is needed for multi-species segmentation by deep learning. For feature point location, feature point could be located by image segmentation [9,23,24] and statistical learning [14,25]. The accuracy of image segmentation and statistical learning is determined by feature engineering construction. Compared to manual feature engineering construction, deep learning is capable of extracting better feature expressions. Currently, the research on using deep learning to locate the feature points in livestock is rare.



As revealed from the mentioned research, various livestock exhibit unique morphological characteristics; however, most methods only apply to the body size measurement of one species of livestock, and they are affected by background, illuminations and livestock species. Though deep learning technology has made great progress, it needs further study in the livestock body size measurement; thus, this study developed a measurement method of body size for different livestock species based on deep learning. For adult livestock with the same body size feature points, the deep learning technology was used to complete the livestock background segmentation, the trunk segmentation and the feature point location. This study could be referenced for using the deep learning technology to measure the body size of livestock.



The rest of this study is organized as follows. In the Section 2, the materials and methods are described. In the Section 3, the experimental results are presented and discussed. In the Section 4, the conclusion of this study and subsequent studies are summarized.




2. Materials and Methods


2.1. Data Set


2.1.1. Data Acquisition


In this study, used the Intel RealSense D415 depth camera (Intel™, Santa Clara, CA, USA) with both handheld and fixed shooting to collect video data of 30 adult cattle (Simmental cattle and Holstein Friesian, age > 36 months) and 25 adult goats (Chengde hornless goat, age > 24 months) in April and November. Animal videos were collected in different illumination, different distances and different angle under the scope of the camera’s depth horizontal field of view (±69.4°), color horizontal field of view (±69.4°) and the acquisition range of the depth camera (16–200 cm). The camera’s field of view was ensured to cover the feature points of the livestock. The average video duration of the respective livestock was 120 s. The resolution of color video and depth video reached 1280 × 720 pixels, and the frame rate of video was set to 15 frames/s. To expand the training set of semantic segmentation model, this study used crawler technology to collect considerable images of cattle and goats. Figure 1 illustrates the captured image.



At the end, two frames of images were randomly selected from each second of the video and combined with the network images to construct the final data set. The data set contains 9895 color images of cows and 9577 color images of goat. The ratio of the training set, validation set, and test set is 5:3:2.



This experiment does not involve a livestock slaughter experiment, and the data collection process of related livestock conformed to the regulations of the animal Ethics Committee of Hebei Agricultural University.




2.1.2. Data Annotation


In this study, two experienced technicians used the LabelImg Annotation Tool (Version 1.8.6) based on PyTorch framework (Version 1.5.0) to manually annotate the characteristic parts of the color images in the data set. The labels include the torso and feature points of cattle and goats. The LabelImg annotated the target object in the original image, and then a JSON file was created for the annotated image. The semantic segmentation model was used to segment the feature parts of cattle and goats, and the edge contour and feature points were extracted from the local image of the feature parts.



This section may be divided by subheadings; it should provide a concise and precise description of the experimental results, their interpretation, as well as the experimental conclusions that can be drawn.





2.2. Nomentclature of Body Traits and Measurement


During the measurement, the height measuring instrument (the maximum measuring length, width and height are, respectively: 180 cm, 50 cm and 120 cm, while the instrument accuracy is one centimeter) was adopted to measure the body size of the cattle and goat, as shown in Figure 2A. The height measuring instrument was aligned to both sides of the feature points to obtain the length of the cattle and goat. In order to reduce the manual measurement error, two surveyors measured each cattle and goat three times. Finally, the average value was calculated as the final manual measurement result. All length data were in centimeters and one decimal place was reserved for all measurement results. Withers height, chest depth, hip height and body length should be measured [17,18], as shown in Figure 2B.



Above, a is the highest point of the withers, b represents the anterior extremity of the hummers, c is the shallowest part of the chest, d expresses the highest point of the hip bones, and e is the extremity of the ischium. The straight line a–f represents withers height, the vertical distance from the highest point of the withers to the ground surface at the level of the forelegs. The straight line c–h expresses chest depth. It is the vertical distance from the back to the shallowest part of the chest. The straight line d–g refers to hip height. It is the vertical distance from the highest point of the hip bones to the ground surface at the level of the hind legs. The straight line b–e denotes the body length; it is the distance from the anterior extremity of the humerus to the posterior internal extremity of the ischium.




2.3. Image Processing


The ultimate goal of image processing is to get the feature points of livestock in a color image, and then calculate the body size of livestock combined with a depth image. The workflow comprised: (1) depth image restoration. Resolution reconstruction of depth image was performed by combining color image and infrared image. We solved the effect of illumination and distance on the depth image, and reduced the texture copy artifacts in the depth image. (2) Set all image sizes to 768 × 768 pixels for data annotation and network training. The training set, validation set, and test set were divided according to the proportion of 5:3:2. (3) Body-part segmentation. Based on the optimized U-Net neural network, the remote, noncontact and automatic background segmentation and trunk segmentation of cattle and goat were realized, respectively. (4) Feature point location. We identified and located feature points through the multistage densely stacked hourglass network. None of the methods mentioned above use any pre-training network. The different steps are described in the subsections below.



2.3.1. Depth Image Restoration


The depth camera is capable of collecting the depth information of the scene in real-time; however, illuminations, distances and other environmental factors significantly impact the quality of depth images [26,27]. To improve the robustness of distance and illumination and reduce the depth image texture and copy artifacts and depth discontinuity, this study proposed a depth image super-resolution reconstruction algorithm based on the autoregressive model. The algorithm consisted of data items and regular items, as expressed in the following equation. To be specific, the depth map D0 was obtained from the real depth image via the bicubic interpolation. “Ω” denotes the points in the depth image, and N(i) represents the points beside the point i in the depth image.


  D = arg   min    D i        ∑  i ∈ Ω         D i  −  D i 0     2 2    + λ   ∑ Ω   Φ    D i  −   ∑  j ∈ N  i      A  i j    D i           











First, the penalty function   Φ  x    was adopted to act on the regular term, as expressed below:


  Φ  x  =  x   e  − x   + x    











  Φ  x    denotes the M-estimator. As reported by Smoli [28], robust M-estimators could eliminate marginal uncorrelated patch. Figure 3 plots the L2 penalty function curve and the penalty function curve applied in this study. The results indicated that the penalty function proposed in this study was capable of efficiently saturating in the iteration, making   Φ  x    an approximation of L0 to keep the sharp edges of the image. Compared with the penalty function   G  x  = 2 ∗ ( 1 − exp ( −  x 2  / 2 ) )   applied in reference [29], the curve of   Φ  x    achieved a faster saturation rate, so it would be more sensitive to outliers (e.g., noises and void).



Second, to increase the reconstruction effect of color images with unclear edges, the autoregressive coefficient    A  i j     is expressed as:


   A  i j   =  1 s   A  i , j    D 0    F    A  i , j  C  ,  A  i , j  I     








where   s   denotes the normalization factor, the depth term    A  i , j   D 0     was defined by the Gaussian filter, and the color term and the infrared term were, respectively, set as:


   A  i , j  C  = exp       ∑  h ∈ c         B i C  ∘    ρ i h  −  ρ j h       2 2       σ 1 2       










   A  i , j  I  = exp       ∑  h ∈ c         B i I  ∘    ρ i h  −  ρ j h       2 2       σ 1 2       








where    σ 1    denotes the decay rate of the exponential function;    ρ i h    represents the mask operator with the size   ω ∗ ω   centered on the pixel point within the color channel   h  . According to the extracted operators, the bilateral filter    B i C    was adopted to adjust the distance and intensity difference.


   B i C    i , j   = exp         i − j    2 2     σ 2 2      exp   −     ∑  h ∈ c       C i h  −  C j h         σ 2 2       











The filters    B i C    employed a bilateral kernel to weigh the distance of the local patch. Compared with the Gaussian kernel adopted by the standard filter, the color term and the infrared term showed a strong response to the pixels   x   with similar results. Accordingly, the regression prediction of image edge pixels was significant.



Lastly, the check function   F ( x )   was introduced in the regular term, as expressed below:


  F ( x ) =        A  i , j  C  , L B P  C  ≥ L B P  I         A  i , j  I  , L B P  C  ≺ L B P  I         











To be specific,   L B P  x    represents an operator proposed by Ojala et al. [30] to describe the local texture features of images; it is defined in 3 × 3 windows, while the value of 8 adjacent pixels was compared with the threshold value of the center pixel of the window. If the surrounding pixel value was greater than the central pixel value, the position of the pixel was marked as 1, but otherwise was 0. In this way, the LBP operator of the central pixel of the window could be obtained, and this value could be used to reflect the texture information of the region. The process was shown in Figure 4.



In this study, the LBP equation is written as follows:   L B P  C    represents the   ρ   sampling point in the circular area;   R   is the radius of the circular area;   G  m    expresses the gray value of the central pixel, and   G  p    denotes the gray value of the   ρ   circular boundary pixel.


  L B  P   P , R       x c  ,  y c    =   ∑  n = 1  ρ   s   G  ρ  − G  m    ∗ 2 ρ    











Thus, in the regular term, the LBP function was adopted to judge the edge features of the color image and the infrared image, a high-quality mask operator was selected to act on the super-resolution model of the depth image. The effect of illumination and distance on the depth image was solved effectively. The texture copy artifacts and the depth discontinuities decreased significantly. Figure 5 gives the super-resolution result of depth image.



In the real-world experiment, since there were no standard depth maps as reference, Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity (SSIM) could not be used to measure the quality of image reconstruction. In order to further verify the effectiveness of this method, Mean Gradient (MG) and Laplace Operator (LO) [31] were selected as evaluation indexes in this study. The higher MG and LO values were, the better image quality was. The formula of MG was as follows:


    M G =  1  ( M − 1 ) ( N − 1 )   ∗       ∑  i = 1   M − 1      ∑  J = 1   N − 1            F ( i , j ) − F ( i + 1 , j )    2  +     F ( i , j ) − F ( i , j + 1 )    2   2           











In the formula, the gray value of row  i  and column  j  in the image was expressed as   F ( i , j )  ; M and N were the total number of rows and columns of the image. The encapsulation method of Laplace Operator was provided in OpenCV, which could be called directly. The formula of LO was as follows:


  L O =   ∑ x     ∑ y     G ( x , y )        











The results were shown in Section 3.




2.3.2. Body-Part Segmentation


To improve the accuracy of the semantic segmentation in complex backgrounds and reduce the segmentation error in up sampling, this study optimized the U-Net neural network model based on PyTorch framework (Version 1.5.0) to achieve a remote, noncontact and automatic detection of vital positions of cattle and goats, respectively. Figure 6 shows the model.



First, the U-Net neural network employed ReLU as the activation function. Since the negative semi-axis value of ReLU was always zero, when the model inputted the minimum value, the neuron would die because it was not activated. To solve the gradient disappearance attributed to the ReLU activation function, the ReLU activation function after each convolutional layer and Batch Normalization layer in the U-Net neural network was replaced with the Mish activation function. The function of Mish and ReLU are illustrated in Figure 7.



Since the positive semi-axis derivative of the Mish was greater than 1, it avoided the saturation because of the function capping, while preventing the gradient from disappearing. The negative semi-axis of the Mish was not always zero, whereas it remained a small value, which solved the problem of neuron death; moreover, Mish improved the sparse expression of the network and addressed the gradient disappearance attributed to the lack of training data and the increase in network layers. According to existing studies, a smooth activation function can more effectively allow the information to penetrate the neural network [32]. Better generalization results can be achieved since the Mish is smoother than that of ReLU.



Second, this method introduced the attention mechanism to increase the accuracy of semantic segmentation. The attention mechanism refers to a data processing method in machine learning, originating from natural language processing. Relevant researchers suggested that avoiding dimension reduction helps learn effective channel attention, and appropriate cross-channel interaction is capable of reducing model complexity while keeping performance [33].



Accordingly, the model could add the attention mechanism module after the respective down-sampled convolution module. First, the binary adaptive mean method was adopted to calculate and pool the input data to a size of 1 × 1. After the global average pooling, the 1D convolution with weight sharing characteristics was exploited to capture the cross-channel interaction information. Next, the nonlinear relation was introduced through the sigmoid activation function. Lastly, the result was multiplied by elements and then expanded into the same dimension as the input data, so the dimension of the data processed by the attention mechanism module remained unchanged. By introducing the attention module, the accuracy of semantic segmentation tasks was significantly improved. Figure 8 presents the attention mechanism module.



Lastly, to achieve the desired segmentation effect more accurately and efficiently, the method added the DropBlock2D module during each up sampling. The DropBlock module [34] refers to a regularization module for the convolutional neural network. The effect is illustrated in Figure 9. Such a module removed an area around a feature and forced the network to learn other features of the object after multiple iterations of training.



After processing by the neural network model proposed in this study, the background and body feature regions of cattle and goats could be effectively segmented. The segmentation effect is given in Figure 10.



To further verify the effectiveness of the method, LabelImg was used to manually annotate the images to obtain the real segmentation. Fifty images of cattle and goats were randomly adopted from the test set, respectively, and the accuracy, the sensitivity, the specificity and the dice similarity coefficient (dice) [35,36] were employed to assess to the effect of the body-part segmentation method.


  A c c u r a c y =   T P + T N   T P + F P + T N + F N    










  S e n s i t i v i t y =   T P   T P + F N    










  S p e c i f i c i t y =   T N   T N + F P    










  d i c e =   2 ∗ T P     T P + F N   +   T P + F P      








where TP represents the number of body-part pixels correctly identified as body-part segmentation method compared to the real segmentation by LabelImg. FP represents the number of body-part pixels correctly identified as Body-part segmentation method compared to the pixels as non-body parts identified by LabelImg. TN represents the number of body-part pixels incorrectly identified as the body-part segmentation method compared to the pixels as non-body parts identified by LabelImg. FN denotes the number of body-part pixels incorrectly identified as body-part segmentation method compared to the real segmentation by LabelImg.



Since Dice is sensitive to internal filling, Hausdorff distance (HD) [37,38] is introduced to evaluate the segmented boundary.


  HD    A , M    = max       max  i    d    a i  , M     ,     max  j    d    m j  , A              








where   A =    a 1  ,  a 2  ,  a 3  …  a i      represents the result point set segmented by automatic, and   M =    m 1  ,  m 2  ,  m 3  …  m j      represents the result point set segmented by manual.  a  and  m  were points on the boundary respectively.   d   x , y     is the Euclidean distance from  x  to  y . The results were shown in Section 3.




2.3.3. Feature Point Location


Feature point location refers to a vital research field in the computer vision. Over the past few years, studies such as the human body joint point location [39,40,41] and the face key point location [23,42,43] have shown that on the premise of sufficient data, deep learning could extract better features compared with the manual construction of features. This research solved the problem that traditional methods could not accurately locate livestock feature points by created a multistage densely stacked hourglass network.



Dense Block


The stacked hourglass network comprises residual blocks. In this study, dense blocks [44] were selected to replace residual blocks. Compared with residual blocks, dense block networks exhibited a simple structure and fewer parameters than ResNet. Second, dense blocks could send information between any two layers, thereby enhancing the reuse of features and alleviating the problems of gradient vanishing and model degradation.



In a dense block, any two layers were connected to each other. The input of each layer in the network was the output of all previous layers, and the feature map learned by this layer would act as the input of the later network layer. The dense block structure is expressed as    x n  =  h n    [  x 0  ,  x 1  ,  x 2  …  x  n − 1   ]    , where    x n    denotes the input of the layer n,   [   ]   represents splicing, combining all output feature graphs from    x 0    to    x  n − 1     layers according to channels, and    h n    expresses a composite function (i.e., Batch Norm, activation function and a 3 ∗ 3 convolution).




Objective Function Optimization


The stacked hourglass network used the mean square error loss (L2 loss function) as the loss function, and the calculation equation is written as:   S =  ∑  i = 1  n    (  Y i  − f (  x i  ) )  2   . The L2 loss function caused the model to produce a greater loss at the noise point. When the model optimized the loss of noise points, the performance of the model would be reduced; thus, this study adopted the Huber loss function to replace the original loss function to reduce the sensitivity of the network to noise points and endow the network with a better generalization capability. The Huber loss function equation is presented below:


   L δ  ( y , f  x  ) =        1 2      y − f  x     2        δ   y − f  x    −  1 2   δ 2         











The Huber loss is essentially an absolute error, only becoming a squared error when the error was small. The hyper parameter  δ  was used to control when it became a quadratic error. When the value of the Huber loss function was in the interval [0 −  δ , 0 +  δ ], the Huber loss function was equal to mean square error. When the value of Huber loss function was in the interval [− ∞ ,  δ ] or the interval [ δ , +  ∞ ], the Huber loss function was equated with Mean Absolute Error. Accordingly, the Huber loss function combined the advantages of MSE and MAE, and it would be more robust to abnormal points.




Multistage Densely Stacked Hourglass Network


Accurate positioning of the pixel position of the feature points of the livestock is of great significance to improve the accuracy of the livestock size measurement. In recent years, deep learning technology has been widely used, but there was little research on feature point location of livestock. Referred to the idea of human feature points location based on deep learning [45,46], this study used multistage densely stacked hourglass network to locate the feature points of livestock.



The stacked hourglass network mainly consisted of hourglass sub-networks, and Figure 11 illustrates the hourglass network. The upper and lower halves of the graph contain several light green dense blocks to gradually extract deeper features. Dense blocks were mainly composed of residual modules. The step and padding of all convolution layers for all residual modules were set to 1. All operations did not change the data size; they only changed the data depth (channel). The value C_IN in the first row of the dense block represents the number of channels of the input image, and that in the second row represents the number of output channels. The red module represents the down sampling layer, using the max pooling method. The gray module represents the upper sampling layer, using the nearest neighbor interpolation method. The dashed box could increase the order of the network by splicing other hourglass sub-networks.



The multistage densely stacked hourglass network refers to a serial stack of hourglass sub-networks; however, with the increase in the network depth, the parameters increased, making it difficult to perform effective training updates. To solve such a problem, this study adopted the relay supervision strategy in the model for the supervised training. The experiments in this study were all performed on a three-stage stacked hourglass network. Figure 12 gives the four-level densely stacked hourglass network.



After the original image was preprocessed, the scale information of the image was preserved for the next layer of feature fusion. In addition, the preprocessed image was input into the hourglass sub-networks for a down sampling operation. After three residual modules and two convolution modules, the features were extracted step by step, and the feature map of the layer was obtained through the up-sampling operation. At the same time, after up sampling operation, the scale information of the upper layer was fused and used as the input of the next hourglass sub-networks to extract the features.



This study adopted the PyTorch framework for training, the input image was a color image with a resolution of 768 × 768, and the number of iterations was set to 16,000. The training set, validation set, and test set were divided according to the proportion of 5:3:2. For every 10,000 steps, the learning rate declined to 10%. Moreover, to increase the convergence speed, the normalization operation was added to the model.






2.4. Evaluation of Body Size Measurement


Withers height, hip height, body length and chest depth of 13 cattle and 10 goats were measured manually and automatically. The absolute error, relative error, linear regression and repeatability have been used to verify the validity of the body size measurement method.



First, the absolute error was used to reflect the deviation between automatic measurement and manual measurement. Since the absolute error and the measured value have same unit, the relative error was introduced to compare the reliability of the automatic measurement.



Second, the ideal relationship between manual measurement and automatic measurement should be Y = AX while A = 1. This research used linear regression to fit the relationship between manual measurement and automatic measurement. The effectiveness of the measurement method was verified by coefficient of determination and RMSE. A high coefficient of determination R2 determination represented a good fit. RMSE was used to reveal the typical distance between predicted value made by the regression model and the actual value.



Finally, for the repeatability evaluation of the measurement method, the researchers often used the intraclass correlation efficient (ICC) to assess the similarity of a quantitative attribute among individuals and to assess different measurement methods or assess the repeatability of the same measurement result by the observer [47]. Measurement experiments generally employed ICC to assess the repeatability of different measurement methods to the same target [12]. The precondition of this study was that the manual measurement was considered to be the most reliable and repeatable; thus, we just assessed the repeatability of automatic measurement to the target by ICC and Coefficient of Variation (CV).





3. Results and Discussion


3.1. Depth Image Restoration


Ten depth images of cattle and goats and their corresponding color images and infrared images were randomly selected from the data set. Joint Bilateral Upsampling (JBU) [48], Weighted Least Squares (WLS) [49], Autoregressive Model (AR) [50] and the algorithm proposed in this research were used to reconstruct the depth images, respectively. The results are shown in Table 1.



The results showed that the depth image reconstruction effect of AR algorithm was better than JBU algorithm and WLS algorithm, but there were still deep texture copy artifacts in the reconstructed depth image. In this research, making full use of the texture features of infrared image could greatly improve the reconstruction quality of depth images. The effect of illumination and distance on the depth image was solved effectively. The texture copy artifacts and the depth discontinuities decreased significantly. Compared with other algorithms, our method improved both visual effect and image quality.




3.2. Body-Part Segmentation


The cattle and goat body segmentation contains front trunk segmentation, central body segmentation and hip–torso segmentation. The average of accuracy reached 93.68% and 93.50%, the sensitivity was 71.65% and 68.90%, and the specificity was 97.78% and 97.97%, respectively (Table 2 and Table 3). For background segmentation of cattle and goat, the accuracy reached 97.09% and 96.73%, the sensitivity was 89.29% and 90.00%, the specificity was 99.57% and 99.40%, and the dice similarity coefficient was 93.67% and 92.99%, respectively (Table 2 and Table 3). The Hausdorff distances of background segmentation between cattle and goat were 5.93 mm and 6.16 mm, respectively (Table 4). Compared to background segmentation, body segmentation required further segmentation in a smaller segmentation area and a more similar color background, which might lead to a relatively worse effect of body segmentation than background segmentation. For body segmentation, the hip torso was a significantly poor segmentation effect compared to front trunk segmentation and central body segmentation. As impacted by the low sensitivity of the segmentation method to the tails of cattle and goats, the tails and trunks of livestock could not be separated from the background.




3.3. Accuracy of Feature Point Location


This study selected 2, 4, 6, 8 and 10 dense hourglass blocks for testing. Figure 13 shows the experimental results. To be specific, a–e represents the quantitative feature points of cattle and goats marked in Figure 2.



Evaluation used the percentage of correct key points (  σ = 0.5  ) [39,51] metric which reports the percentage of detections that fall within a normalized distance of the ground truth. In this study, because some pictures did not collect the head information of livestock, the body length of livestock was selected to calculate the normalized distance between the predicted feature point and the real feature point.



This study used the self-built data set to train the multistage densely stacked hourglass network. The evaluation reported that the model exhibited high universality and could accurately locate the feature points of cattle and goats. Figure 14 presents the location effect.




3.4. Accuracy of Measurement


According to Figure 15 and Figure 16, most automatic measurement results were greater than the manual measurement results. Given the Biltmore stick clings to livestock torso and less affected by the livestock fur during manual measurements, the livestock fur greatly affected the background segmentation and the feature point location. The method located feature points were close to fur of the livestock, but not close to body. The result of the automatic measurement was slightly greater than that of the manual measurement.



The box plots of the absolute error and relative error between manual measurement and automatic measurement were shown in Figure 17 and Figure 18. The average absolute error of withers height, hip height, and chest depth were mostly between 1 and 2 cm, and most accuracies of withers height were greater than hip height, body length and chest depth. The body length had the largest average absolute error, which may because the shoulder point (point b in Figure 2) was located at the front edge of the shoulder, greatly affected by the animal’s posture. Moreover, the color and depth of the feature points were similar to those of the surrounding pixel points, resulted the great error in body length measurement. The mean relative errors of withers height, hip height, body length and chest depth were 0.68%, 0.68%, 1.39% and 1.60% for cattle, and 0.65%, 1.06%, 1.77% and 1.99% for goat, respectively. The average relative error of the measurement results was between −2% to 2%; therefore, the results of the automatic measurement could be trustworthy in terms of the measurement accuracy.




3.5. The Linear Regerssion Analysis of Measurement Results


As shown in Figure 19, the coefficient of determination of withers height, hip height body length and chest depth of cattle were 0.9974, 0.9985, 0.9954 and 0.9579, and RMSE were 2.492, 2.939, 3.328 and 1.927, which demonstrated that the two variables had a high degree of explanation. The linear regression coefficient of the cattle body size measured was close to 1, which showed the consistency of automatic measurement with the manual measurement.



As shown in Figure 20, the coefficient of determination of withers height, hip height body length and chest depth of goats were 0.9974, 0.9985, 0.9954 and 0.9579, and RMSE were 1.289, 1.419, 1.932 and 0.824. The coefficient of determination of automatic measurement was slightly lower than cows. Since goats are smaller than cattle, it is difficult to locate the feature points. In fact, whether it is automatic measurement or manual measurement, when the size of livestock decreases or the bone is unclear, the accuracy of feature point location will decrease [52]; however, the linear regression coefficient of the goats’ body size measured was close to 1, which showed the consistency of two measurement methods.




3.6. Repeatability of Measurement Results


Table 5 lists the repeatability and reproducibility analysis results of this study after ten measurements. The value of ICC was between zeros to one. If the value of ICC was less than 0.4, the repeatability of the experiment would be poor; if the value of ICC was greater than 0.75, the experiment would exhibit better repeatability. In this study, the ICC of all body measurements was greater than 0.9, thereby showing good measurement repeatability. The ICC of withers height and hip height of cattle and withers height of goats all exceeded 0.980, which demonstrated higher reliability than other. Using the automatic measurement to measure body size of cattle, the value of CV ranged from 0.049% to 0.090% (variance ranges from 6.91 cm to 10.83 cm). The range of CV for goat body measurements ranged from 0.043% to 0.141% (variance ranges from 2.79 cm to 4.43 cm). According to Fischer, measurement methods with the repeatability and reproducibility had a CV less than 4%, as in the present study were considered promising [53].



Table 5 lists the body size measurement result of cattle, better than that of goats. Besides the effect of fur, another reason was that during the depth data collection, the behaviors of goats were more active than cattle; therefore, the distance between livestock and depth camera is not consistent. In many goat images, the area occupied by the torso is smaller than that of cattle; thus, there were more holes and texture copying artifacts in the depth images. The mentioned holes and texture replication artifacts would exist around the feature points, and would also affect the background segmentation and feature point extraction even after the depth image super-resolution reconstruction.





4. Conclusions and Future Studies


This study proposed a livestock body size measurement method and could measure various livestock body sizes under different backgrounds, respectively. The innovation of this method mainly includes the following:




	(1)

	
Based on autoregressive models, a new penalty function was used to complete depth image super-resolution reconstruction through the color image and infrared image as guide image. The effect of illumination, distance and other factors on the quality of depth images was reduced.




	(2)

	
Combining the characteristics exhibited by the attention module and the DropBlock2D module, this study used a self-built database to realize remote, contactless, automatic background segmentation and trunk segmentation of cattle and goats, respectively, by optimizing the activation function of U-Net neural network.




	(3)

	
It was the first time to use deep learning technology to locate livestock feature points. The three-stage stacked hourglass network was constructed by optimizing the objective function;l moreover, the relay supervision strategy was applied for the supervised training to achieve the feature point location of cattle and goats.









The results showed that the average accuracies of cattle and goat body segmentation were 93.68% and 93.50%, the sensitivities were 71.65% and 68.90%, and the specificities were 97.78% and 97.97%, respectively. The percentage of correct key points for the detection of the points of the withers, the shoulder points, the shallowest part of the chest, the highest point of the hip bones and the ischia tuberosity took up 96.7%, 89.3%, 95.6%, 90.5% and 94.5%, respectively. Compared with the manual measurement, the accuracy, correlation and repeatability of the measurement of with height, hip height body length and chest depth were better.



This study used deep learning to estimate the four body measurements of cattle and goat, and it achieved good results; it proved that the deep learning method could be applied to livestock trunk segmentation, body feature point location, and livestock body size measurement. The future research is mainly divided into two parts. First, due to the limitation of the number of data set, the current research object was limited to cattle and goat. In future research, more types of livestock will be collected and annotated to achieve the body measurement of different kinds of livestock (even horses and donkeys) with the same feature point. Second, only the side views of cattle and goat have been studied. When the side view of livestock cannot be collected completely, the measurement accuracy will be reduced; therefore, more angles of livestock images (top view or images from different angles) will be added in future research to further study the normalization of livestock posture and measure more livestock body sizes. Finally, as the preliminary research, only image processing was supported at present. In future research, a video stream will be used to replace images to complete the measurement of livestock.
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Figure 1. Collected image: (A) is the image collected with the depth camera; (B) is the image collected with the crawler. 
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Figure 2. (A) Manual measurement of cattle and goat body dimensions; (B) Illustration of four measured body dimensions: Line (a,f) is withers height, line; (b,e) is body length, line; (c,h) is chest depth line; (d,g) is hip height. 
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Figure 3. The curves of different penalty functions: The penalty function   Φ  x    proposed in this study achieved the fastest saturation rate. 
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Figure 4. LBP operator definition. 
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Figure 5. Depth image restoration: (A) is the original depth image; (B) represents the reconstructed depth image. Texture copy artifacts and depth discontinuities are significantly reduced. 
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Figure 6. Semantic segmentation models. 
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Figure 7. Curves for Mish and ReLU. 
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Figure 8. ECA module. 
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Figure 9. DropBlock2D module. 
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Figure 10. Segmentation effect of improved neural network. 






Figure 10. Segmentation effect of improved neural network.



[image: Electronics 11 00993 g010]







[image: Electronics 11 00993 g011 550] 





Figure 11. The structure of hourglass sub-networks. 
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Figure 12. The structure of the three-level densely stacked hourglass network. 
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Figure 13. Feature point location results of different depth networks. 
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Figure 14. (A): The blue points are the manually marked feature points and the orange points are the feature points identified by the algorithm. From left to right and from top to bottom of the right half of Figure 14A is an enlarged image of the corresponding positions of points a, d, e, b and c in (B): Body size measurement results. 
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Figure 15. Comparison of manual measurement and the proposed method for the four different cattle body parameters: (A) Withers height, (B) hip height, (C) body length and (D) chest depth. 
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Figure 16. Comparison of manual measurement and the proposed method for the four different goat body parameters: (A) Withers height, (B) hip height, (C) body length and (D) chest depth. 
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Figure 17. Box plots of the absolute error: (A) Box plots of the absolute error of the measurement of the cattle body size; (B) Box plots of the absolute error of the measurement of the goat body size. 
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Figure 18. Box plots of relative error: (A) Box plots of the relative error the measurement of the cattle body size; (B) Box plots of the relative error the measurement of the goat body size. 
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Figure 19. Linear Regression Analysis of cattle body measurement. 
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Figure 20. Linear Regression Analysis of goat body measurement. 
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Table 1. Comparison of MG and LO values of reconstruction results.
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Goat

	
Cattle

	




	
MG

	
LO

	
MG

	
LO






	
JBU

	
0.0027

	
22.646

	
0.0028

	
21.404




	
WLS

	
0.0029

	
21.967

	
0.0029

	
22.142




	
AR

	
0.0032

	
74.482

	
0.0032

	
86.814




	
Ours

	
0.0048

	
142.170

	
0.0050

	
154.748
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Table 2. Body-part detection performance parameters for side view of cattle (%) *.
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	Index
	Background
	Front Trunk
	Central Body
	Hip Torso
	p-Value





	Accuracy
	97.09 ± 1.56 a
	94.30 ± 1.53 b
	95.33 ± 1.70 ab
	89.55 ± 1.29 c
	<0.001



	Sensitivity
	89.29 ± 1.11 a
	54.55 ± 1.63 d
	80.00 ± 1.26 b
	71.43 ± 1.02 c
	<0.001



	Specificity
	99.57 ± 0.60 a
	99.75 ± 0.60 a
	97.83 ± 0.57 b
	94.34 ± 0.64 c
	<0.001



	Dice
	93.67 ± 0.71 a
	69.76 ± 0.66 b
	82.75 ± 0.54 c
	74.07 ± 0.79 d
	<0.001







* All data were presented as average ± SD. One-way analysis of variance (ANOVA) followed by Turkey’s multiple-range test was used to determine significant differences among different segmentations. Different superscript letters indicate significant differences (p < 0.05).
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Table 3. Body-part detection performance parameters for side view of goats (%) *.
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	Index
	Background
	Front Trunk
	Central Body
	Hip Torso
	p-Value





	Accuracy
	96.73 ± 0.95 a
	95.27 ± 0.85 b
	95.52 ± 1.09 b
	87.59 ± 1.16 c
	<0.001



	Sensitivity
	90.00 ± 1.39 a
	60.98 ± 1.29 c
	76.92 ± 1.15 b
	60.81 ± 1.24 d
	<0.001



	Specificity
	99.40 ± 0.62 a
	99.26 ± 0.61 a
	98.23 ± 0.63 b
	95.13 ± 0.69 c
	<0.001



	Dice
	92.99 ± 0.89 a
	72.88 ± 0.83 b
	81.38 ± 0.49 c
	68.28 ± 0.91 d
	<0.001







* All data were presented as average ± SD. One-way analysis of variance (ANOVA) followed by Turkey’s multiple-range test was used to determine significant differences among different segmentations. Different superscript letters indicate significant differences (p < 0.05).
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Table 4. Hausdorff distance of body segmentation between cattle and goat (mm).
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	Index
	Cattle
	Goat





	Background
	5.93 ± 1.38
	6.16 ± 1.41



	front trunk
	6.74 ± 1.56
	6.94 ± 1.49



	central body
	6.23 ± 1.12
	6.78 ± 1.23



	Hip torso
	7.37 ± 1.74
	8.40 ± 1.77
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Table 5. The analysis results of repeatability and reproducibility *.
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ICC

	
CV




	

	
Cattle

	
Goat

	
Cattle

	
Goat




	

	
Manual

	
Automatic

	
Manual

	
Automatic






	
withers height

	
0.990

	
0.985

	
0.064%

	
0.065%

	
0.052%

	
0.054%




	
hip height

	
0.985

	
0.943

	
0.052%

	
0.049%

	
0.041%

	
0.043%




	
body length

	
0.973

	
0.890

	
0.068%

	
0.069%

	
0.056%

	
0.064%




	
chest depth

	
0.972

	
0.942

	
0.091%

	
0.090%

	
0.123%

	
0.141%








* ICC describes the reliability and repeatability of measurements for clusters. The value of ICC close to 1 indicates high reliability and repeatability. CV is a normalized measure of the dis-persion of probability distribution, which is defined as the ratio of standard deviation to average.
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