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Abstract

:

In recent years, deep learning has achieved excellent performance in a growing number of application fields. With the help of high computation and large-scale datasets, deep learning models with huge parameters constantly enhance the performance of traditional algorithms. Additionally, the AdaBoost algorithm, as one of the traditional machine learning algorithms, has a minimal model and performs well on small datasets. However, it is still challenging to select the optimal classification feature template from a large pool of features in any scene quickly and efficiently. Especially in the field of autonomous vehicles, images taken by onboard cameras contain all kinds of targets on the road, which means the images are full of multiple features. In this paper, we propose a novel Deep Cascade AdaBoost model, which effectively combines the unsupervised clustering algorithm based on deep learning and the traditional AdaBoost algorithm. First, we use the unsupervised clustering algorithm to classify the sample data automatically. We can obtain classification subsets with small intra-class and large inter-class errors by specifying positive and negative samples. Next, we design a training framework for Cascade-AdaBoost based on clustering and mathematically demonstrate that our framework has better detection performance than the traditional Cascade-AdaBoost framework. Finally, experiments on the KITTI dataset demonstrate that our model performs better than the traditional Cascade-AdaBoost algorithm in terms of accuracy and time. The detection time was shortened by   30 %  , and the false detection rate was reduced by   20 %  . Meanwhile, the training time of our model is significantly shorter than the traditional Cascade-AdaBoost algorithm.
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1. Introduction


Deep learning models have demonstrated superior performance in computer vision, speech recognition, and natural language processing (NLP) over the past few years. Most of these models achieve state-of-the-art performance. The significant progress in deep learning relies mainly on the following two aspects. On one hand, the convolutional neural network (CNN) is used to extract high-dimensional visual features from images, which can effectively mine latent semantic information hidden in data. The deep learning model has been widely used in object detection and tracking [1,2,3,4,5,6,7]. On the other hand, deep learning typically uses deeper and larger models with numerous parameters to achieve higher precision and accuracy.



Before the explosion of deep learning, traditional machine learning algorithms dominated. Traditional machine learning algorithms have achieved great success in various aspects such as image classification [8,9], human action recognition [10,11], and face detection [12,13]. They have been the primary choice even in most current applications in the industry for the following reasons. First, traditional machine learning algorithms utilize handcrafted features rich in expert experience and require only a small number of samples to achieve the desired results. In addition, lightweight models and slight computational complexity make it possible to quickly deploy in arbitrarily complex scenarios without high hardware costs. However, as the size of data increases, the performance of traditional machine learning algorithms will gradually fall into a bottleneck. It takes work to see a significant performance improvement. Furthermore, traditional algorithms rely heavily on manually designed features. Some excellent features, such as HAAR [14,15], HOG [16,17] and LBP [12,18], have been practiced in practical applications with good results. Nevertheless, there is no good solution to finding the best features in a large-scale feature base. The features required for different tasks also vary, making it difficult to expand our algorithm.



In [19], they used the algorithm for feature extraction based on transfer learning, feature selection and optimization of the parameters of a multi-layer neural network based on meta-heuristic optimization, so as to improve the accuracy of the classification of monkeypox images. This is the up-to-date application of feature extraction in the medical field. In the field of autonomous vehicles [20,21], how to quickly and accurately realize the vehicle detection of the pictures taken by onboard cameras is extremely important. In the same way, it is not easy because the pictures taken by the onboard camera contain a massive amount of information. In addition to the vehicles we need to detect, the pictures also include a lot of redundant information, such as lane lines, pedestrians, street trees, road signs, traffic lights, buildings and other targets. How to extract vehicle features from so many targets is extremely difficult. Moreover, the vehicle is constantly moving, that is to say, the target and scene in the picture are changing, which undoubtedly further increases the difficulty of vehicle detection.



This is the main problem to be solved in this work. To handle it, we proposed an algorithm called Deep Cascade AdaBoost, which combines the advantages of the AdaBoost algorithm and deep unsupervised clustering.



Similar to the traditional AdaBoost-based detection task, we also use the structure of Cascade-AdaBoost to construct a classifier with a higher detection rate by concatenating several strong classifiers. To efficiently select the best features of vehicles from the feature pool, we designed a classification-based Cascade-AdaBoost. In our approach, we combine clustering with deep learning. Through this method, we will obtain a feature extractor and then initialize the feature extractor of the network of the data waiting to be solved, which contains little or no data labels. This is the core of the method we proposed. The whole framework is shown in detail in Figure 1. The whole process consists of clustering the features and then updating the parameters of the network based on the results of clustering, which are considered as pseudo-labels so that the network can predict these pseudo-labels. The two processes are carried out in turn. Though this process seems quite simple, it can perform better than previous unsupervised approaches.



Similar to supervised learning, unsupervised learning also has a division between positive and negative samples. In our work, we choose the samples dominated by vehicles as the positive samples. On the contrary, those oriented to the background such as sky, trees and buildings can be classified as negative samples. The traditional AdaBoost algorithm filters the negative samples recognized as a whole randomly. Then, it increases the weights of the negative samples that are difficult to separate for multiple feature extraction for classification. In the case of the cascade classifier, it does not take into account the influence of the overall distribution of negative samples on the performance of the classifier nor the ease of separating negative samples on the performance of the classifier, taking a long time to separate the images. The negative samples are categorized into primary and secondary levels, and the central part is selected with priority, which can greatly reduce the training time. Then, at the same time, the sorting of classification tasks combined with scene analysis can also significantly reduce the detection time.



In our work, firstly, we classify all negative samples. The classification algorithm implements the classification of negative samples by filtering the original randomly large number of negative samples into several classes with fewer differences. Then, a hierarchical training approach uses only one class of negative samples per layer. In each layer of training, the best artificial features based on that class of negative samples are found by traversing the feature library. Finally, we concatenate the classifiers of all layers in turn to form the final strong classifier. Reducing the intra-class interval by sample classification not only reduces the computational effort of traversing the feature pool, but also helps us to find the best features. By concatenating all classifiers in series, we can ensure that we have found the best features that distinguish positive samples from all negative samples.



We also strain every nerve to perform unsupervised clustering on the data of an unknown scene. We combine unsupervised clustering with the previously introduced hierarchical Cascade AdaBoost algorithm to make it possible to efficiently detect vehicles in arbitrary scenes. In addition, we note that the current state-of-the-art deep unsupervised clustering algorithm that uses CNN to extract image features achieves end-to-end clustering and the best performance on data with an unbalanced distribution. In our work, we incorporate this approach, allowing us to achieve clustering of samples with unbalanced distribution in random scenes.



We designed the corresponding experiment to verify the superiority of our model. We chose the KITTI dataset as our training and test dataset. As one of the important datasets in autonomous driving scenarios, the KITTI dataset includes most of the scenes in our daily life and the images in it are ample enough to support our work. The performance on the test dataset demonstrates that our model takes less time while improving detection accuracy. Specifically, the detection time accomplished by our model in a shorter training time was shortened by   30 %  , and the false detection rate was reduced by   20 %   in our test dataset.



In summary, the main contributions of this work are as follows:




	
We creatively propose a framework that combines deep learning with traditional machine learning. As we describe throughout this article, our model can implement arbitrary scene object detection tasks, greatly enriching the application of traditional detection algorithms. By establishing the relationship between clustering and the AdaBoost algorithm, we obtain the Deep Cascade AdaBoost model.



	
We design a training method based on Cascade-AdaBoost with multi-category samples. Instead of global samples, ordered categorical samples are used, and then the hierarchical training models are cascaded. In this paper, we also demonstrate the effectiveness of our method with a theoretical formulation.



	
We compare with the traditional AdaBoost model on multiple classes of vision tasks, and the model we proposed achieves the best results in both accuracy and time. In our test dataset, the detection time was shortened by   30 %  , and the false detection rate was reduced by   20 %  , even though our model was accomplished in a shorter training time. In addition, we add the additional interference to the experiment and find that the new model has a remarkable ability to screen out external noise.









2. Materials and Methods


In this section, we briefly introduce some recent developments in two topics, Deep clustering and traditional learning method, which are closely related to our work.



2.1. Deep Clustering


As a traditional method of unsupervised learning, the purpose of clustering is to classify similar data into a cluster based on specific similarity standards. The weakness of the traditional algorithm of clustering is apparent. It is inefficient and performs poorly in high-dimensional data and high computational complexity in large-scale datasets. Along with density estimation, clustering is a family of standard unsupervised learning methods. With the development of deep learning, deep neural networks (DNNs) can be used to transform the data into more clustering-friendly representations because of their inherent characteristics of highly non-linear transformation [22]. Deep embedding clustering (DEC) [23,24] uses auto-encoders as the network architecture, minimizing the KL divergence between the distribution of the soft label and the distribution of the auxiliary target to improve the quality of clustering. JULE [25] uses the hierarchical clustering method and extracts image features using CNN. Deep adaptive image clustering (DAC) is a method of image clustering based on single-stage convolutional networks [26]. Our paper builds upon the work of Caron et al., in which k-means is used to cluster the visual representations.




2.2. Traditional Learning Method


Machine learning is the science of artificial intelligence (AI), which uses data and past experience to improve algorithms and achieve realistic simulations of how humans learn. After decades of development, machine learning has become a very mature theory and system, showing a powerful vitality in solving complex problems in engineering applications and scientific fields. For example, decision tree is a typical machine learning algorithm [27,28,29,30]. By selecting an optimal feature recursively, the training data set is segmented according to the optimal feature to classify data efficiently. Using multiple tree classifiers to classify and predict data, random forest is one of the essential methods of machine learning [31,32]. The EM algorithm considers the probabilistic model with hidden variables to achieve maximum likelihood estimation of the observed data [33,34]. Boosting only needs rough basic algorithms and can achieve a high-precision prediction model through repeated adjustments [35,36]. As the most representative of the Boosting algorithm, AdaBoost achieves great success. The cascade classifier is a qualitative leap to detect the AdaBoost algorithm. It connects several classifiers with good classification performance in series to detect objects faster and more accurately. However, traditional machine learning algorithms have encountered difficulties in the face of large datasets The processing of multiple parameters also remains a complex problem for machine learning.




2.3. Dataset for AdaBoost Training


The choice of training dataset affects the performance of the final trained detectors, so we used the KITTI dataset, one of the most important datasets for evaluating computer vision algorithms in autonomous driving scenarios, as the training dataset. KITTI is diverse and contains images taken in urban, rural and highway scenes with up to 15 vehicles and 30 pedestrians, as well as varying degrees of occlusion and truncation. The negative background contains sky, trees, buildings, roads, traffic signs, etc., which is closely related to the presence of vehicles and helps to discriminate between vehicles and non-vehicles when running the detector in real video. In addition, KITTI includes images of vehicles at different times of the day under different lighting conditions, which helps the final vehicle detector to adapt to different environments. We only consider the vehicle detection task in the road context. So we divide the training dataset and the test dataset in a 2:1 ratio in our work.




2.4. Data Processing


The training of AdaBoost requires positive and negative samples Thus we need to segment the original image. The KITTI dataset provides training labels for cropping out vehicles from each image in the training set to extract frontal samples. We prioritized images with unobstructed vehicles and precise bodywork. Then we extracted frontal samples containing both the front and back of the vehicles. The vehicle samples contain vehicles with different orientations and brightness, which match the images taken in real scenes. After cropping the vehicles, we extracted negative samples from the remaining area to ensure that the negative samples only contained objects other than vehicles in the background. In addition to these negative samples from KITTI, we also select real-world relevant databases containing images of roads, trees, skies, buildings, etc. as negative samples for training. During the training process of AdaBoost, the ability of the classifiers to classify negative samples increases as the STAGE increases, leading to difficulties in generating negative samples. Therefore, it is necessary to provide as many negative samples as possible to support the training. We set the ratio of positive and negative samples to 1:5 during training to ensure the classifier has better learning ability.





3. Proposed Methodology


3.1. Deep Cascade AdaBoost


In this section, we elaborate on the deep unsupervised clustering and classifier based on cascade AdaBoost. We also mathematically prove that our model performs better than the traditional Cascade-AdaBoost algorithm in terms of accuracy and time.



3.1.1. Deep Unsupervised Clustering


Convolution networks can map images to fixed dimensionality spaces and provide good visual features for image clustering. In this work, we use the   f θ   to represent the feature mapping function, where  θ  is the corresponding parameter vector. We expect to find a parameter  θ  in the prescient image train set   X =   x 1  ,  x 2  , ⋯ ,  x n    , which can make   f θ   perform well in the forecast task.



In traditional classification prediction methods, the values of these parameters are given by supervised learning. Briefly, for each image x, there is a label to indicate that it belongs to a specific predefined category. Contrary to previous work, we take the vectors obtained in the penultimate layer of ConvNet as a feature, then cluster the output of ConvNet and optimize it by using the subsequent cluster assignment as a “pseudo-label”. We define a potential pseudo label   z n   and the corresponding linear classifier V for each image n. Pseudo tags can be updated by minimizing exponential loss functions. These cluster-based methods alternate between learning parameters  θ  and V and update pseudo-label   z n  . By optimizing the function:


     θ , V   m i n   =  1 N   ∑  n = 1  N  ℓ  (  y n  , V  f θ   (  x n  )  )  .  



(1)




where ℓ is the loss function, also known as the negative log-softmax function. The small-batch stochastic gradient descent method is used to optimize the loss function. During the optimization process, label   z n   can be redistributed.



Clustering technology has developed rapidly in recent years, and various clustering methods are put forward and improved constantly. Even different clustering methods are proposed for different data. In our work, we will focus on Caron and other Deep Cluster frameworks through the k-means to activate potential clustering targets. The pre-experiment results show that the choice of different clustering algorithms has no evident influence on the results, so we choose the standard k-means method. With the characteristic which is produced by the convolution network    f θ   (  x n  )    as input, we gather them into k different groups by solving the following optimization problem:


     C ∈  R  d × k     m i n    ∑  n = 1  N       y n  ∈    0 , 1   k  s . t .  y n ⊤  1 = 1   m i n     ∥  C  y n   −  f θ   (  x n  )  ∥  2 2    



(2)




here, C is the learned centroid matrix, where each column corresponds to a centroid, k is the number of centroids,   z n   is a binary vector with only one non-zero term, and the best clustering assignment is learned for each image n. These assignments are used as pseudo labels to update the parameters in Equation (1).



However, in this approach, it is inevitable to encounter two problems. One of the problems is that of empty clusters due to the lack of constraint of empty clusters. In order to solve this problem, we can place restrictions on the minimum number of samples per cluster. Nevertheless, it requires calculating the entire dataset, which costs too much. So when a certain cluster is empty, we randomly select a non-empty cluster and add some small perturbations to make it a new centroid of the empty cluster. Meanwhile, the samples belonging to the non-empty cluster also belong to the new cluster. The other problem is trivial parametrization. A large amount of data is clustered into a small number of classes. There exists one extreme situation where all the data is clustered into one class. Under the circumstances, the network may produce the same output no matter what the input is. The solution to this problem is to sample the samples according to classes or pseudo-labels evenly.




3.1.2. Classifier-Based Cascade AdaBoost


AdaBoost algorithm is a kind of Boosting algorithm which can modify weak learning classifiers to strong learning classifiers. This kind of algorithm usually trains the base classifiers from the initialized sample first, and the performance of these classifiers is better than that of random guessing. We can adjust the distribution of the weight of the samples through the performance of the base classifier in the initial sample, so that the samples distributed into error categories in the previous classification will receive more attention in the following training stage. Then, the next base classifier is trained with the adjusted sample. After iterating the specified number of times, all the base classifiers are weighted to form the final classifier. The following is a detailed description of the AdaBoost algorithm.



By minimizing the exponential loss function, the AdaBoost algorithm can make   s i g n ( H ( x ) )   reach the Bayesian optimal error rate. Through that, the classification error rate is the minimum. Moreover, the exponential loss function is continuously differentiable and is used as the optimization target.



In the AdaBoost algorithm,   h 1   is a weak classifier generated by acting on the initialized distribution of weight through a direct basis learning algorithm. Then through one iteration, the weight updates. Based on the previous iteration of the sample, weight distribution of   D t  ,   h t   is obtained by the base learning algorithm. The weight of the classifier should be made to minimize the exponential function.



For the weak classification    h t   ( x )   , the exponential function is:


        ℓ  e x p    (  α t   h t   ( x )  |  D t  )       =  E  x ∼  D t     [  e  −  α t  f  ( x )   h t   ( x )    ]            E  x ∼  D t     [  e  −  α t    Π (  f  ( x )      =  h t    ( x )  ) +   [  e  α t   Π  ( f  ( x )  ≠   h t   ( x )   )  ]              =  e  −  α t     P  x ∼  D t     ( f  ( x )               =  h t    ( x )  ) +   e  α t    P  x ∼  D t     ( f  ( x )  ≠   h t   ( x )   )              =  e  −  α t     ( 1 −  ϵ t  )  +  e  α t    ϵ t      



(3)




here,    ϵ t  =  P  x ∼  D t     ( f  ( x )  ≠   h t   ( x )   )   . Consider the derivative of the loss function:


    ∂   ℓ  e x p    (  α t   h t   ( x )  |  D t  )     ∂  α t    = −  e  −  α t     ( 1 −  ϵ t  )  +  e  α t    ϵ t   



(4)







We can solve for this when Equation (5) is equal to 0:


   α t  =  1 2  ln   1 −  e t    e t    



(5)







Plug Equation (6) into Equation (5), we have:


    ℓ  e x p    (  α t   h t   ( x )  |  D t  )   =    ( 1 −  ϵ t  )   (  ϵ t  )     



(6)








3.1.3. Cascade AdaBoost


The Adaboost algorithm can train a strong classifier, but only one strong classifier cannot guarantee the detection accuracy. Accordingly, the combination of several strong classifiers is needed to generate a classifier with a high correct rate. A cascade of face classifiers is a decision tree where a classifier is trained and formed at each stage to detect almost all frontal faces while rejecting a certain fraction of non-face patterns. Those image-windows that are not rejected by a stage classifier in the cascade sequence will be processed by the continuous stage classifiers. The cascade architecture can dramatically increase the speed of the detector by focusing attention on promising regions of the images.



For   h t ′  , we have


      ℓ  e x p    (   α t   h t ′    ( x )  |  D t ′  )      =  E  x ∼  D t ′     [  e  −  α t  f  ( x )   h t ′   ( x )    ]              =  e  −  α t ′     ( 1 −  ϵ t ′  )  +  e  α t ′    ϵ t ′              =    ( 1 −  ϵ t ′  )   (  ϵ t ′  )        



(7)







For every t,    ϵ t ′  <  ϵ t   ,      ( 1 −  ϵ t ′  )   (  ϵ t ′  )    <    ( 1 −  ϵ t  )   (  ϵ t  )     , so we have     ℓ  e x p    (   α t   h t ′    ( x )  |  D t ′  )   <   ℓ  e x p    (  α t   h t   ( x )  |  D t  )    .


      ℓ  e x p    ( H  ( x )  | D )      =  E  x ∼ D    [  e  − f ( x ) H ( x )   ]              =  E  x ∼ D    [  e  − f  ( x )   ∑  t = 1  T   α t   h t   ( x )    ]              =  ∏  t = 1  T     ( 1 −  ϵ t  )   (  ϵ t  )        



(8)







For every t,    ϵ t ′  <  ϵ t   , so we have     ℓ  e x p    (  H ′   ( x )  |  D t ′  )   <   ℓ  e x p    ( H  ( x )  |  D t  )    .



The steps of the algorithm of our method are shown below in Algorithm 1.






	Algorithm 1:The Deep Cascade AdaBoost



	
Input: Initialize the following parameters.



(1) Feature extraction function:   f θ  ;



(2) The parameter vector:  θ ;



(3) Linear classifier W;



(4) the number of classifications k;



Output: the results of Clustering:



The center of mass matrix C and k cluster samples   N k  



for  n = 1 ; n ≤ k ; n + +  do



Initialize the weights    w i  =  1  N k    ,   i = 1 , 2 , ⋯ ,  N k   



   for   t = 1 ; t ≤ M ; j + +   do



      (a) Fit a classifier    G t   ( x )    to the training set



      (b) Compute    e t  =    ∑  i = 1   N k    w i  I  (  y i  ≠  G t   (  x i  )  )     ∑  i = 1   N k    w i     



      (c) Compute    α t  = ln  (   1 −  e t    e t   )   



      (d) Set    w i  ←  w i  · e x p  (  α t  · I  (  y i  ≠  G t   (  x i  )  )  )   



      (e) Set    f i   ( X )  =  ∑  t = 1   N k    α t   G t   ( x )   



      Output    f  ( n )    ( X )  = s i g n  (  f M   ( X )  )   



   endfor



Output:   f  ( X )  =  ∏  n = 1  k   f  ( n )    ( X )   



endfor











3.1.4. Clustering-Based Cascade AdaBoost


Compared with the performance of the original algorithm, our method improves a lot owing to achieving optimization index loss function. Under the same number of iteration layers, the algorithm we proposed has better classification performance. In order to achieve the specified performance effect, we train fewer layers than the original algorithm. It means that, compared with the original algorithm, we only need a few features to accurately distinguish the positive samples from the negative ones.


   G k   (  H k ′   ( x )  |  T k  )  >  G k   ( H  ( x )  | T )   



(9)




Here, k represents the class k samples after classification, and the number of training layers is   T k  ;   G k   represents the classification effect of class k things; T represents the number of training layers of unclassified samples,    T k  < < T  , and    ∑  k = 1  n  < = T  .


   ∏  k = 1  n   ∏  t = 1   T k      ( 1 −  ϵ t  )   (  ϵ t  )    <  ∏  t = 1  T     ( 1 −  ϵ t  )   (  ϵ t  )     



(10)







In actual training, it is easy to find   T i   and T that satisfy the above relation. In fact, only three to five layers for each category can satisfy the relation. Moreover, the total sample of regular training needs a large number of layers; so, under most conditions,    ∑  k = 1  n  < T  .





3.2. Experiment


In this section, we conduct experiments to validate the effectiveness of the Deep Cascade AdaBoost we proposed. To evaluate our proposed method, we apply it to a vehicle detection system on the road. This system contains two modules, the first module is the clustering algorithm to cluster the ROI, which is the first focus of this paper. The second module is the second focus of this paper, where we train the clustered data for hierarchical cascade enhancement.



3.2.1. Clustering


The experiments are all carried out on a workstation with NVIDIA GeForce RTX 2060. Our implementation of deep clustering is based on the framework described in DeepCluster [37]. In this work, all input images are simply resized to the size of 227 × 227 before clustering to ensure the utilization of the standard AlexNet architecture. We follow the method in the previous section to obtain positive and negative samples. For all samples, we use the state-of-the-art unsupervised clustering method for clustering. We set the number of species of clusters to 6 and obtained a more satisfactory result of clustering. The vehicle samples were correctly clustered in the final clustering results with   98 %   accuracy. In the meantime, the model also clustered roads, buildings, skies and plants accurately, which is consistent with what we observed in practice. Below are the examples of a figure caption in Figure 2.




3.2.2. Multi-Cascade-AdaBoost


The multi-layer cascade classifier is a series of individual cascade classifiers. Each cascade classifier is composed of individual stages with a strong classifier consisting of weak classifiers combined with the AdaBoost algorithm. The cascade structure ensures that the final classifier has the ability to classify positive and negative samples with high accuracy. In order to compare the performance of our method with traditional methods, we train with three features, HAAR, LBP and HOG. Then, we compare the detection results.



In order to optimize the training process, we adjust some of the more critical training parameters.



	
Number of stages. Usually, increasing the number of stages results in a more accurate detector, but it needs more time to train the model. Higher stages may also require more training images, and the demand for such images tends to grow exponentially, while the improvement for detectors is minimal. In our training, the number of stages was set to 30.



	
Object training size. By default, the training function sets the size of the samples in the instance to [24 24]. To make the training results more accurate, we refer to the expected size of the target in the actual image. Finally, the training sample size is set to [30 30].



	
False alarm rate. Higher values of alarm rate tend to require more cascading stages to achieve reasonable detection accuracy and increase the memory consumption of the model. Lower values increase the model complexity. The alarm rate generally defaults to 0.5, and we set the alarm rate to 0.3 in order to use a smaller number of stages.



	
Feature Selection. Using AdaBoost in the evaluation method of vehicle detection, the classical three features are HAAR features, LBP features and HOG features. HAAR shows the information of light and dark transformation of image pixel values. LBP describes the texture information corresponding to the local extent of the image and HOG reacts to the edge gradient information of the image. In this work, we use these three features above to learn the vehicle detector and observe the performance of vehicle detection with different features.









4. Results and Discussion


This section shows the performance of our algorithm from the training process to the test results compared to the traditional algorithm.



4.1. Effect on the Training Process


In Table 1, we recorded the time of training the classifier, the number of stages to terminate the training, and the number of features found for several methods.



By comparing the results shown in Table 1, it can be observed that the AdaBoost algorithm using HAAR features takes the longest time to train the model, utilizing the largest number of features and stages of model convergence. Using LBP has the smallest value among all of them. In addition, we can notice that the AdaBoost algorithm combining HAAR, LBP and HOG features has a significant decrease in training time, the number of features and the number of stages compared to the original algorithm after using the framework of clustering-cascading-AdaBoost. This indicates that our method helps to find the best features, making the model reach convergence as early as possible.




4.2. Comparison of Detector Performance


To evaluate the performance of these methods, we recorded the True Positive Rate (  T P R  ) and the False Positive Rate (  F P R  ). TPR indicates the percentage of correctly identified vehicle samples. It was calculated using Equation (11)


  T P R =   T P   T P + F N    



(11)




where   T P   is the number of true positive samples and   F N   is the number of false negative samples.



The false positive rate indicates the probability that a positive vehicle sample is predicted to be a negative sample. It was calculated using Equation (12)


  F P R =   F P   F P + T N    



(12)




where   F P   is the number of false positive samples and   T N   is the number of true negative samples.



Table 2 summarizes the results obtained for the six vehicle detection methods on the test dataset. According to the results in Table 2, the HAAR feature combined with the AdaBoost method has the best detection rate and false detection rate in vehicles, followed by the HOG feature, and the LBP feature is the least. Meanwhile, Table 2 also displays that the detection rate and false detection rate of all three features combined with the AdaBoost algorithm are greatly improved after the clustering algorithm, which shows the superiority of the method we proposed.



Figure 3 shows the ROC curves for the performance of the six modalities of the detector on the test dataset. To generate the ROC curves, we take the threshold of the last stage of the classifier from −∞ to +∞, adjusting the different thresholds. Setting the threshold to +∞, all samples are determined to be non-vehicle and the detection rate and false detection rate are both 0. The previous method set the threshold to a very high value, but we take the threshold to a value greater than 10 with a detection rate of already 0. Adjusting the threshold to −∞ will improve both the detection rate and the false detection rate. Since we are only adjusting the last stage, the previous classifier already has a certain detection performance, so both the detection rate and false detection rate will tend to a fixed value. The previous solution was to remove the last layer, but we found that when the threshold is taken above −10 it has already achieved the same effect as removing the last layer in the actual experiment. In order to construct complete ROC curves, we use the number of false positives on the x-axis of the ROC curves instead of the false positive rate to facilitate comparison with other systems.



The solution can be derived from Figure 3, compared with LBP and HOG features, the HAAR feature with the AdaBoost algorithm can better characterize the vehicle and detect the vehicle with the best results. We can also find that after introducing the framework of clustering, our algorithm has been dramatically improved compared with the original algorithm.



Table 3 shows the average time required to detect one frame of an image by the six approaches. Figure 4 displays the comparison of the detection effect of the two detectors.



From Table 3, we can conclude that the LBP feature combined with the AdaBoost algorithm is the fastest in detecting one frame and the HAAR feature is the slowest. We can conclude that the method we proposed improves a lot in the speed of the detection of vehicles. One of the main reasons responsible for this is that our algorithm excludes the road at the top level for traffic scenes with a heavy road share, so it speeds up the detection of one frame of an image.




4.3. Analysis of the Size of Dataset and Noise Resistance Performance


To better show the improvement in the performance of the vehicle detection using the algorithm we proposed, we add Gaussian noise to the image and observe the performance of vehicle detection under noisy conditions. Figure 3 shows the variation in the detection rate of the six algorithms with the addition of different noise conditions. It can be seen that after adding noise, our algorithm can increase the anti-interference performance of the original algorithm. Although both algorithms have significant false detection when the noise is relatively high, the anti-noise contribution of our algorithm to low-power noise cannot be denied. It is worth noting that we clustered the samples by the clustering algorithm and then trained them in a hierarchical manner, reducing the spacing within the samples and increasing the spacing between different samples. The features found in this way not only distinguish the vehicle from all other non-vehicle samples, but also for each class of samples, the features found can accurately distinguish them from the vehicle.



As illustrated clearly in Figure 5, the effect of the size of the dataset and the noise jamming on the accuracy of the algorithm are exhibited. The blue line is the traditional supervised learning algorithm, while the yellow line and the orange line are the unsupervised clustering algorithm we proposed. From the figure, we can clearly notice that the average time and the accuracy of the different algorithms remain essentially the same as the size of the dataset increases. It is apparent that our algorithm surpasses the traditional algorithm. Similarly, our algorithm still remains ahead, regardless of the increase in noise jamming. Moreover, although the accuracy of the algorithms decreases with increasing noise jamming, our algorithm decreases more slowly than the traditional one. In summary, the deep cascade AdaBoost with unsupervised clustering algorithms we proposed is superior to the traditional algorithm.




4.4. Sensitivity Analysis


The choice of parameters determines the performance of the algorithm in solving the evaluated optimization problem. We performed a sensitivity analysis [38] on the elements used in our model, such as the number of training stages, the size of training images, and false alarm rate. Sensitivity analysis was performed by using the One-at-a-Time (OAT) sensitivity measure [39], which is considered as one of the simplest strategies in sensitivity analysis. OAT examines the performance of the algorithm by varying a single parameter while keeping the other parameters constant. Table 4 and Table 5 describe in detail the changes in run time and TPR values for different parameter values whether or not DeepClustering is used. We used the HAAR feature as an example and chose ten different values within the interval of each parameter. Each variable underwent ten runs of the algorithm and the average values of run time and TPR are shown in the tables below.





5. Conclusions


In this paper, we propose an unsupervised clustering-based cascade-AdaBoost solution for vehicle detection. First, for an unknown scene, we applied unsupervised clustering on samples collected in the scene and assigned labels to the clustered samples as the training input of the AdaBoost algorithm. Then we proposed a hierarchical cascade-AdaBoost-based training approach and theoretically demonstrated the effectiveness of this approach in performing feature screening. We conducted experiments on HAAR, LBP, and HOG features separately. By comparing the three features cross-sectionally, we found that the HAAR feature is the best in detection accuracy. However, it takes the most time and features to train the model and also costs the most time to detect. LBP feature is fast, especially in terms of training time, but the detection accuracy is the worst. The performance of the HOG feature is generally between the other two features. Therefore, it is a compromise. We also compare the performance of the vehicle detector with the introduction of clustering longitudinally. The following conclusions can be obtained: compared with the traditional algorithm, the introduction of clustering not only improves the training process of the model but also shortens the training time and the number of stages of the model. In addition, the detection accuracy improves dramatically, witnessing considerable improvement in the detection rate and false detection rate. In brief, the method we proposed enhances the classification performance of vehicles and non-vehicles.
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Abbreviations


The following abbreviations are used in this manuscript:



	IoT
	Internet of things



	NLP
	Natural language processing



	CNN
	Convolutional neural network



	HAAR
	Haar-like features



	HOG
	Histogram of oriented gradients



	LBP
	Local Binary Pattern



	ROI
	Region of Interest



	TPR
	Ture positive rate



	FPR
	False positive rate
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Figure 1. The convolutional neural network is used as the feature extractor, the unsupervised clustering algorithm is used to cluster the samples, and then the Cascade AdaBoost method is used for training according to the sequence. Finally, the object detection model is generated. 






Figure 1. The convolutional neural network is used as the feature extractor, the unsupervised clustering algorithm is used to cluster the samples, and then the Cascade AdaBoost method is used for training according to the sequence. Finally, the object detection model is generated.
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Figure 2. Examples of a figure caption. 
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Figure 3. ROC curves for the performance of the six modalities of the detector on the test dataset. 
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Figure 4. Comparison of the detection effect of the two detectors. 
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Figure 5. The effect of the size of the dataset and noise jamming on the accuracy of the algorithm. 






Figure 5. The effect of the size of the dataset and noise jamming on the accuracy of the algorithm.



[image: Electronics 12 00044 g005]







[image: Table] 





Table 1. Train of six vehicle detection methods.






Table 1. Train of six vehicle detection methods.





	Method
	Time Cost (h)
	Number of Features
	Number of Training Stages





	HAAR + AdaBoost
	57 ± 0.5
	635
	30



	LBP + AdaBoost
	12 ± 0.5
	302
	20



	HOG + AdaBoost
	33 ± 0.5
	477
	25



	DeepCluster + HAAR + AdaBoost
	23 ± 0.5
	538
	26



	DeepCluster + LBP + AdaBoost
	9 ± 0.5
	187
	16



	DeepCluster + HOG + AdaBoost
	20 ± 0.5
	412
	22
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Table 2. Evaluation results of six vehicle detection methods.






Table 2. Evaluation results of six vehicle detection methods.





	Method
	TPR
	FPR





	HAAR + AdaBoost
	91.88%
	6.83%



	LBP + AdaBoost
	86.75%
	12.73%



	HOG + AdaBoost
	90.76%
	9.66%



	DeepCluster + HAAR + AdaBoost
	94.40%
	3.59%



	DeepCluster + LBP + AdaBoost
	88.22%
	10.49%



	DeepCluster + HOG + AdaBoost
	92.55%
	7.31%
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Table 3. Time for six vehicle detectors to detect one image frame.






Table 3. Time for six vehicle detectors to detect one image frame.





	Method
	Detection Time (ms)





	HAAR + AdaBoost
	42



	LBP + AdaBoost
	26



	HOG + AdaBoost
	33



	DeepCluster + HAAR + AdaBoost
	36



	DeepCluster + LBP + AdaBoost
	24



	DeepCluster + HOG + AdaBoost
	28
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Table 4. Sensitivity analysis results using HAAR + AdaBoost.






Table 4. Sensitivity analysis results using HAAR + AdaBoost.





	
Number of Training Stages

	
Size of Training Images

	
False Alarm Rate




	
Values

	
Run Time

	
TPR

	
Values

	
Run Time

	
TPR

	
Values

	
Run Time

	
TPR






	
20

	
40.96

	
80.12%

	
20

	
41.72

	
90.27%

	
0.05

	
41.92

	
91.88%




	
21

	
41.83

	
82.71%

	
21

	
42.33

	
90.93%

	
0.10

	
42.34

	
91.77%




	
22

	
42.91

	
83.90%

	
22

	
41.96

	
91.24%

	
0.15

	
41.04

	
91.54%




	
23

	
43.01

	
85.24%

	
23

	
42.22

	
91.36%

	
0.20

	
42.85

	
90.93%




	
24

	
45.20

	
87.93%

	
24

	
42.17

	
91.88%

	
0.25

	
42.15

	
90.77%




	
25

	
46.36

	
89.90%

	
25

	
42.12

	
91.96%

	
0.30

	
42.18

	
89.64%




	
26

	
48.22

	
90.24%

	
26

	
42.13

	
91.99%

	
0.35

	
42.44

	
87.53%




	
27

	
45.13

	
90.89%

	
27

	
42.09

	
92.03%

	
0.40

	
42.07

	
85.15%




	
28

	
44.78

	
91.20%

	
28

	
42.11

	
91.89%

	
0.45

	
43.71

	
82.38%




	
29

	
43.17

	
91.77%

	
29

	
42.10

	
91.77%

	
0.50

	
44.21

	
79.94%




	
30

	
42.10

	
91.88%

	
30

	
42.10

	
91.86%

	
0.55

	
44.79

	
77.42%
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Table 5. Sensitivity analysis results using DeepCluster + HAAR + AdaBoost.
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Number of Training Stages

	
Size of Training Images

	
False Alarm Rate




	
Values

	
Run Time

	
TPR

	
Values

	
Run Time

	
TPR

	
Values

	
Run Time

	
TPR






	
20

	
34.81

	
85.68%

	
20

	
35.55

	
94.16%

	
0.05

	
35.93

	
94.90%




	
21

	
35.68

	
87.59%

	
21

	
36.16

	
94.82%

	
0.10

	
36.54

	
94.67%




	
22

	
36.76

	
88.95%

	
22

	
35.79

	
95.13%

	
0.15

	
35.92

	
94.44%




	
23

	
37.86

	
89.80%

	
23

	
36.05

	
95.62%

	
0.20

	
36.25

	
93.81%




	
24

	
39.05

	
90.07%

	
24

	
35.97

	
95.85%

	
0.25

	
36.16

	
93.48%




	
25

	
40.21

	
91.33%

	
25

	
35.95

	
95.87%

	
0.30

	
36.44

	
92.61%




	
26

	
40.07

	
92.75%

	
26

	
35.96

	
95.89%

	
0.35

	
36.85

	
90.55%




	
27

	
38.18

	
93.32%

	
27

	
35.92

	
95.93%

	
0.40

	
37.11

	
87.22%




	
28

	
37.63

	
93.79%

	
28

	
35.94

	
95.88%

	
0.45

	
37.64

	
85.56%




	
29

	
36.32

	
94.43%

	
29

	
35.93

	
95.95%

	
0.50

	
38.13

	
83.49%




	
30

	
35.95

	
94.90%

	
30

	
35.93

	
95.89%

	
0.55

	
38.49

	
82.90%
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