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Abstract

:

Aspect-based sentiment analysis (ABSA) is a crucial fine-grained sentiment analysis task that aims to determine sentiment polarity in a specific aspect term. Recent research has advanced prediction accuracy by pre-training models on ABSA tasks. However, due to the lack of fine-grained data, those models cannot be trained effectively. In this paper, we propose the cross-domain generative data augmentation framework (CDGDA) that utilizes a generation model to produce in-domain, fine-grained sentences by learning from similar, coarse-grained datasets out-of-domain. To generate fine-grained sentences, we guide the generation model using two prompt methods: the aspect replacement and the aspect–sentiment pair replacement. We also refine the quality of generated sentences by an entropy minimization filter. Experimental results on three public datasets show that our framework outperforms most baseline methods and other data augmentation methods, thereby demonstrating its efficacy.
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1. Introduction


Aspect-based sentiment analysis (ABSA) is a fine-grained task that analyzes the sentiment polarity (negative, neutral, or positive) associated with particular aspects or features of a product or service [1]. As shown in Figure 1, consider the sentence “The food is very fresh, except for the noisy environment.”, where the sentiment regarding the “food” aspect term is positive, while that of the “environment” is negative.



Coarse-grained sentiment analysis posits that a sentence expresses a single viewpoint, or one sentiment [2]. As shown in Figure 2, consider the statement, “Worthless. They turn off the WiFi on Sundays! Now I have a drink and can’t get any work done.” The entire sentence exhibits a single sentiment polarity, which is negative.



Recently, large pre-trained language models (PLMs) such as BERT [3] have been successfully deployed in ABSA to enhance accuracy by leveraging the comprehensive knowledge acquired during the pre-training process. Typically, those works utilize sequences as input to capture contextual relationships between tokens through PLMs, which are then fed into a well-designed neural network model such as multilayer perceptron (MLP) [4]. Recent works have explored generation models such as BART [5], T5 [6], and GPT3 [7] to boost their capabilities to solve complex problems. To handle multiple subtasks with varying inputs and outputs, Yan et al. [8] proposed a unified framework. Zhang et al. [9] employed the T5 model to generate a standard paradigm for extracting four sentiment elements: aspect category, aspect term, opinion term, and sentiment polarity.



Despite considerable performance improvements, ABSA still faces challenges due to the scarcity of data. To alleviate this challenge, Mao et al. [10] created a tree structure to produce negative samples that improve the robustness. Similarly, Chen et al. [11] developed a masked language model that improves data augmentation via back translation.



In this paper, we introduce a cross-domain generation of data augmentation framework (CDGDA) to mitigate the data shortage in ABSA for English. Our CDGDA generates a suitable dataset for ABSA by leveraging a coarse-grained sentiment analysis dataset with adequate data. The main contributions of this paper can be summarized as follows:




	
We propose a CDGDA framework which generates new fine-grained in-domain data by using a generation model to perform cross-domain transfer from numerous coarse-grained sentiment analysis datasets out-of-domain.



	
We incorporate a cross-entropy filter into the CDGDA to improve the output quality by reducing duplicate data.



	
We evaluated the CDGDA on three public datasets, and the experiments demonstrate that our framework achieves superior results compared with other baseline methods.








The rest of this paper is organized as follows. Section 2 reviews some existing work related to our work. Section 3 is a methodological section that discusses task formulation, sentence generation methods, and model architectures. Section 4 presents the dataset, experimental results, and analysis, and demonstrates our approach through examples. Finally, Section 5 discusses the conclusions and provides ideas for future work.




2. Related Work


In this section, we review the development of language models, ABSA task definitions, classifications, recent advances, and some work on domain adaptation and data augmentation.



2.1. Language Models


Long-short term memory networks (LSTMs) [12] are widely employed in ABSA due to their ability to comprehend sentence meanings while retaining awareness of word order, maintaining consistency in both the active and passive voice [13]. LSTMs perform computation along symbolic positions of input and output sequences, a natural sequential process that lacks the ability to parallelize. This lack of parallelization is notably critical for longer sequences, limiting its batch processing capability. While some attempts have been made to improve computational efficiency and model performance [14], the inherent limitations of sequential computation remain.



To mitigate sequence length and performance issues, Ashish Vaswani et al. [15] proposed the transformer, which is based on the attention mechanism. The transformer avoids recursion by using multi-head self-attention instead of a recursive layer in the encoder–decoder architecture, and it relies entirely on attention mechanisms to derive global dependencies between inputs and outputs. This approach enables a significant increase in parallelization.



However, the number of model parameters increases rapidly, necessitating sufficient data to train the model efficiently and prevent overfitting. To address this issue, pre-training the model on a large unlabeled text corpus is conducted to develop effective representations that can be used in other tasks [16,17]. The PLMs can be broadly classified into four categories [7], which are as follows:




	
Left-to-Right: GPT, GPT-2, GPT-3 [18]



	
Masked: BERT [3], RoBERTa [19]



	
Prefix: UniLM1 [20], UniLM2 [21]



	
Encoder–Decoder: BART [5], T5 [6], MASS [22]








There have been extensive explorations of the use of PLMs in text classification tasks, and most of these works employ the “fixed-prompt LM Tuning” approach for assessing the effectiveness of pre-training [23].




2.2. Aspect-Based Sentiment Analysis


In general, ABSA aims to identify aspect-level sentiment elements, including aspect terms, aspect categories, opinion terms, and sentiment polarities [9]. For instance, consider the sentence “The keys are smooth”. In this case, the four elements—“keys”, “keyboard”, “smooth”, and “positive”—are identified. While “keys” and “smooth” are explicitly expressed in the sentence, “keyboard” and “positive” belong to predefined categories and sentiment sets.



ABSA tasks can be categorized into two groups: single tasks and compound tasks [24]. Single tasks focus on identifying each element separately. For instance, the aspect term extraction task [25] aims to extract all mentioned aspect terms in a given text, while the aspect sentiment classification task [26] is to predict the sentiment polarity of a particular aspect in a sentence. In contrast, the compound tasks require extracting multiple elements while identifying correspondences and dependencies between them. For example, the aspect–opinion pair extraction (AOPE) task [27] requires extracting the aspect and its corresponding opinion term in a composite form; the aspect sentiment triplet extraction (ASTE) task [28] aims to extract the aspect term, its associated opinion term, and the sentiment polarity. Recently, Cai et al. [29] introduced the aspect–category–opinion–sentiment (ACOS) quadruple extraction, a new task that predicts all the four elements at once.




2.3. Domain Adaptation


Domain adaptation is a technique that involves adapting a model from one domain (e.g., Amazon electronics) to another (e.g., laptop). ABSA domain adaptation methods can be classified into two categories: (1) Extracting aspectual sentiment elements using artificial syntactic rules: Ding et al. [30] first use grammar rules to generate auxiliary labels and then LSTMs are employed to learn a suitable hidden layer for predicting auxiliary labels in both the source and target domains. Chen et al. [31] have built two types of connections that can assist with cross-domain transfer. Firstly, they consider the syntactic roles involved in a word as the pivot feature to connect target domain words with similar features. Secondly, they build semantic connections by using grammar-enhanced similarity measures to connect highly similar words between the two domains, thus linking them across domains. (2) Using PLMs: Ben et al. [32] employ self-generated domain-related features (DRFs) from various source domains to span their shared semantic space. These DRFs reflect the similarities and differences between source domains, as well as domain-specific knowledge. Given a new example from an unknown domain, the model first generates a sequence belonging to one of the source domains as a prompt for emotion prediction. For instance, for an input instance from the aviation domain, “The food was cold and the seats were uncomfortable”, the model utilizes DRFs to generate the prompt “restaurant-food, chair” projected onto a shared semantic space, which are, respectively, related to the restaurant and home decor domains. Then, with the assistance of the prompt and source domain knowledge, the model outputs a negative emotion prediction in the final classification.




2.4. Data Augmentation


Data augmentation aims to increase the amount of data by modifying existing data [33]. Data augmentation can be classified into three categories [34]: (1) Replacing words: This approach involves replacing some words in a source sentence using synonyms from a dictionary or similar words in a word vector [35]. (2) Translation-based augmentation: This method involves translating the source language into multiple target languages, and then back-translating them into the source language. However, the performance of these approaches is limited by the quality of the translation [36]. (3) Data augmentation using PLMs: For instance, Wang et al. [37] used generation models to produce synthetic sentences from aspect and polarity channels, which improved the robustness of the data. Li et al. [38] proposed an augmentation framework based on generation models for generating cross-domain data for unsupervised domain adaptation.





3. Methodology


In this section, we initially present the formulations for ABSA and data augmentation tasks. Subsequently, we provide an in-depth discussion of the proposed sentence generation methods and the model architecture.



3.1. Task Formulation


For the ABSA task, given a group of combination   Ω =    s i  ,  a i    i = 1  n  ,  n is the number of all aspect words in the dataset. Note that there may be more than one aspect term in a sentence, for example, in a sentence that has h aspect words,    a 1  , … ,  a h    are different, but    s 1  , … ,  s h    have the same value. The target output is a series of predictions   P = {  p 1  ,  p 2  , … ,  p n  }  , where s, a, and   p ∈ { n e g a t i v e , n e u t r a l , p o s i t i v e }   represent the sentence, aspect term, and sentiment polarity, respectively.



For the data augmentation task, the input is a sentence    y j  ∈  D  o u t   , j =  { 1 , 2 , … , |   D  o u t    | }    from the out-of-domain dataset, and the output is a set of sentences   X j   generated by the generation model (e.g., T5 [6]).




3.2. Sentence Generation


To generate sentences, we first need to fine-tune the generation model to fit the ABSA task. As shown in Figure 3, we randomly extract a set   { s , a , p }   from the training set of the in-domain dataset   D  i n   , and randomly select a sentence y from   D  o u t   . Then, we train the model to generate sentence  x  with   [ y , a ]   or   [ y , a , p ]   as conditions, where the former is called the aspect replacement   R a   and the latter is called the aspect–sentiment pair replacement   R  a p   . Since ABSA is a low-resource task, adjusting the entire large-scale generation model with scarce samples can lead to overfitting issues [39]. Therefore, parameter-efficient strategies need to be employed to avoid such issues.



After fine-tuning, the parameters are frozen to prepare for the task of generating sentences. As shown in Figure 4, we prepared a set of aspect terms  A  whose items are extracted from the training set of   D  i n    and a set of sentiment polarities   P = { n e g a t i v e , n e u t r a l , p o s i t i v e }  , and still generate sentences using   R a   and   R  a p    introduced earlier, with   [ y , a ]   or   [ y , a , p ]   as conditions to generate sentences. Each method is used twice, resulting in a set  X  consisting of a total of four sentences. Unlike during fine-tuning, the aspect term a and sentiment polarity p are randomly selected from the sets  A  and  P , respectively.




3.3. Model Architecture


T5 [6] is selected as the backbone to generate the augmented data and BERT [3] is used as the prediction model. Since T5 has already been pre-trained on a large corpus, we fine-tune it through supervised learning by using out-of-domain sentences as input and in-domain sentences as output. As shown in Figure 3, we train the model by minimizing the loss to adapt it to this generation method, then, we fix the model parameters and use T5 to generate data-augmented sentences. Afterwards, as shown in Figure 4, we use the fixed-parameter generation model (Fixed GM) to generate sentences and filter the sentences through the entropy filter. In summary, the framework completes the task through three parts. First, it adapts the generation model to the generation method through fine-tuning. Then, it generates augmented sentences through the fixed-parameter generation model. Finally, the aspect sentiment polarity is predicted through the prediction model.



Fine-tuning. In this stage, we randomly select a combination   T = {  s i  ,  a i  ,  p i  }   from the training set of   D  i n   , and then randomly select a sentence   y j   from   D  o u t   . Afterwards, we use the cross-entropy (CE) to evaluate the loss between the generated sentence and the corresponding sentence from   D  i n   .



More specifically, for   R a  , we want to find the parameters   θ a   that minimize the CE by:


   L a  = −  1 N   ∑  i = 1  N  log Γ  (  s i  |  θ a   (  [  y i  ,  a i  ]  )  )   



(1)




where  Γ  is the generation model, and N is the number of aspect terms in the training set of   D  i n   . For   R  a p   , we want to find the parameters   θ  a p    that minimize the CE by:


   L  a p   = −  1 N   ∑  i = 1  N  log Γ  (  s i  |  θ  a p    (  [  y i  ,  a i  ,  p i  ]  )  )   



(2)







Then, the fine-tuning stage objective is as follows:


   L  A u g   =  L a  +  L  a p    



(3)







After this stage, we obtain the parameters  Θ  of  Γ .



Data Augmentation. For each sentence   y k   from   D  o u t   , we use  Γ  with the frozen parameter  Θ  to generate new sentences   x k  ,   x k ′  ∈  X k   ,   k = { 1 , 2 , … , |  D  o u t   | }   in two ways:


   x k  = Γ  (  [  y k  ,  a i  ]  , Θ )   



(4)






   x k ′  = Γ  (  [  y k  ,  a i  ,  p j  ]  , Θ )   



(5)




where    a i  , i = 1 , 2 … ,  | A |    and    p j  , j = 1 , 2 , 3   are chosen randomly from  A  and  P , respectively. After that, we obtain the set of sentences  X .



To improve the quality of the generated sentences, low-quality sentences are filtered by an entropy minimization:


  H  (  x i  )  = −  E  x i    [ log P   x i   ]  = − P  (  x i  )  log P   x i    



(6)






  P  (  x i  )  = S o f t m a x  ( h W + b )   



(7)






  h = F (  x i  )  



(8)




where    x i  ∈ X , i = 1 , 2 … ,  | X |   ,  h ,   W ∈  R  d × 3    ,  b , and  F  are the generated sentence, representation of hidden layers, model weight, bias of layers, and classification model (e.g., BERT), respectively.



Afterward, the sentences are sorted in descending order by their obtained scores, and then the hyperparameter t is used to determine how many sentences to use for the next prediction stage.



Prediction Stage. During the process of training the prediction model, the target is to minimize the negative log likehood (NLL) through:


   L p  = −  1 N   ∑  i = 1  N  log  F  ( z )    (  s i  )   



(9)






   L p ′  = −  1 M   ∑  k = 1  M  log  F  ( z )    (  x k  )   



(10)




where    F  ( z )    ( * )    is the predicted probability of the sample * on class z using a prediction model. Note that   z ∈ { 1 , 2 , 3 }   which mean negative, neutral, and positive, respectively, and M is the number of sentences in  X .



The final training loss consists of the addition of two parts:


  L =  L p  + α  L p ′   



(11)




where  α  is the hyperparameter.



The algorithm is shown in Algorithm 1.






	Algorithm 1 Sentence generation



	Require:   D  i n   : in-domain dataset;   D  o u t   : out-of-domain dataset;



	      T =    s i  ,  a i  ,  p i    i = 1  n  ∈   training set of    D  i n   , n   is the number of aspect terms;



	       y i  ∈  D  o u t   , i = 1 … m , m   is the number of sentences;



	     Γ : generation model;   θ , Θ  : model parameters;



	Ensure:  X: Sentences of data augmentation

	1:

	
for   i ← 1   to n do                 ▹ Step 1: Fine-tuning




	2:

	
      g ← l o s s ( Γ  (  [  y i  ,  a i  ]  ,  θ i  )  ,  s i  )  




	3:

	
       g ′  ← l o s s  ( Γ  (  [  y i  ,  a i  ,  p i  ]  ,  θ i  )  ,  s i  )   




	4:

	
       θ  i + 1   ← T r a i n  ( g ,  g ′  ,  θ i  )   




	5:

	
end for




	6:

	
  Θ ←  θ n   




	7:

	
for   i ← 1   to m do                 ▹ Step 2: Generation




	8:

	
       X i ′  ← ∅  




	9:

	
    for   j ← 1   to 2 do




	10:

	
        randomly select a and p from set  A  and  P , respectively.




	11:

	
           x j  ← Γ  (  [  y i  , a ]  , Θ )   




	12:

	
           x j ′  ← Γ  (  [  y i  , a , p ]  , Θ )   




	13:

	
           X i ′  ←  X i ′  +  x j  +  x j ′   




	14:

	
    end for




	15:

	
       X i  ← F i l t e r  (  X i ′  )   




	16:

	
end for




	17:

	
return  X
















4. Experiment


In this section, we introduce the in-domain and out-of-domain datasets, the experimental setting and the study of hyper-parameters, the baseline methods, the experimental results and analysis, the ablation study, and the case study.



4.1. Datasets


We conduct experiments on three public fine-grained sentiment analysis datasets: Restaurant, Laptop, from the SemEval 2014 ABSA task (https://alt.qcri.org/semeval2014/task4, accessed on 20 February 2023) [1], and Twitter (http://goo.gl/5Enpu7, accessed on 20 February 2023) [40].



We selected coarse-grained datasets similar to the fine-grained data for our data augmentation. Specifically, we used Amazon Electronics (https://jmcauley.ucsd.edu/data/amazon, accessed on 20 February 2023) [41], Yelp (https://www.kaggle.com/datasets/yelp-dataset/yelp-dataset, accessed on 20 February 2023), and Twitter17 (https://alt.qcri.org/semeval2017/task4, accessed on 20 February 2023) [42]. It is important to note that the coarse-grained datasets Amazon Electronics and Yelp are labeled with sentiment polarity for scores ranging from 1 to 5. The sentiment polarity of the Twitter17 dataset is divided into three categories: negative, neutral, and positive, and this aligns with the ABSA task, so no special handling is required.



The descriptions of the datasets used are shown in Table 1 and Table 2. For fine-grained datasets, the number of sentiment labels exceeds the number of sentences because a sentence may contain two or more sentiments. For coarse-grained datasets, each sentence has only one sentiment. To ensure sample uniformity, for datasets with sentiment scores ranging from 1 to 5, the same number of samples is used for each score, and for datasets with three sentiment categories, the same number of samples is used for each category. Some examples from each dataset are shown in Table 3.



Our data augmentation method generates new sentences by learning from out-of-domain coarse-grained datasets that are similar to the in-domain fine-grained datasets. The Yelp dataset comes from a website where the users give their reviews of restaurants, and the sentences are similar to the fine-grained Restaurant dataset. The Amazon Electronics dataset comes from the reviews of electronic products on an online shopping website, and the sentences are similar to the Laptop dataset. The Twitter17 dataset was proposed in SemEval-2017 Task 4 with the goal of determining whether a tweet is negative, neutral, or positive, and the sentences are similar to the Twitter dataset. In summary, the sentences generated on Yelp, Amazon, and Twitter17 will be added to the training sets of Restaurant, Laptop, and Twitter, respectively.




4.2. Experimental Setting


During data augmentation, we use LoRA [43] as the parameter for effective transfer learning and T5-base (https://huggingface.co/t5-base, accessed on 20 February 2023) is utilized as the generation model for 100 training epochs with batch size set to 16. The hyperparameter t is used to determine how many generated sentences participate in training. It is set to 1 for the Restaurant and Twitter datasets and 2 for the Laptop dataset. A study of t can be found in Section 4.5.



In the prediction stage, using BERT-base (https://huggingface.co/bert-base-uncased, accessed on 20 February 2023) as the prediction model, we use the Adam optimizer [44] for optimization, and employ LoRA as the parameter effective transfer learning. Moreover, the final prediction model is trained for 15 epochs with bert_dropouts set to 0.3, batch size set to 16, and  α  set to 1. To ensure the validity of our experiments, we use accuracy (Acc) and macro-F1 (F1) to evaluate the proposed method. The model is run on a TESLA V100 32G GPU and it takes about six hours to train the model.




4.3. Compared Methods


RAM [45] It uses multiple attention mechanisms to capture features that are far apart and is combined with RNN for concurrency capability.



MGAN [46] It proposes a fine-grained attention mechanism that can capture the word-level interactions between aspect and context.



TNET [47] It uses CNN layers to extract important features and preserves the original contextual information from the LSTM layer.



CDT [48] It converts ABSA into a sentence pair classification task by constructing auxiliary sentences based on syntactic structure and fine-tunes BERT afterwards.



RGAT [49] It proposes a relational graph attention network to add syntactic information in the tree structure for sentiment prediction.



DualGCN [50] It proposes a dual-graph convolutional network model that considers both the complementarity and semantic relevance of syntactic structures.



EDA [36] It uses four methods to augment data: random deletion, random insertion, synonym replacement, and random swapping.



Back Translation (BT) [51] It augments data by translating monolingual training data into multiple target languages and then back-translating them to the source language.



Conditional BERT (CBERT) [52] It converts BERT to conditional BERT and augments sentence data augmentation by contextual random word substitution.



C   3  DA [37] It generates synthetic sentences by passing two channels (aspect-augmented channel and polarity-augmented channel) over a given aspect and polarity. The robustness of the ABSA model is then improved by performing comparative learning on these generated data.




4.4. Main Results


Table 4 displays the experimental results, which indicate that our framework achieves better F1 scores than the best baseline on the Restaurant, Laptop, and Twitter datasets by 1.7, 0.54, and 0.85, respectively. The baseline results are retrieved from Li et al. [50] and Wang et al. [37]. Our framework outperforms the previous baseline model as well as other data augmentation methods, indicating that learning out-of-domain knowledge through a cross-domain method can significantly improve model performance.



Notably, we observe that the improvement is not significant for the Twitter dataset. We speculate that this is because the Twitter dataset is not domain-specific, making it challenging to train the generated sentences effectively. Our findings indicate that both graph neural-network-based approaches outperform all attention- and syntax-based approaches. This result suggests that graph neural networks can leverage syntactic knowledge, establish word-to-word dependencies, and avoid noise introduced by the attention mechanism.



Although the overlay model with BERT, syntactic, and graph neural networks show similarities in the results, the basic BERT method outperforms the attention-based and syntactic-based methods. These results show that the performance can be significantly improved by using PLMs. Our framework outperforms other data augmentation methods because it leverages a cross-domain approach to enhance its data content, resulting in higher quality generated sentences. More details can be found in the case study Section 4.7.



From the results, it is evident that previous data augmentation methods do not significantly enhance performance, as they mainly focus on word replacement or reverse translation. These approaches possess a notable disadvantage: they are unable to effectively introduce new knowledge but merely modify existing sentences. In contrast, our framework employs a cross-domain approach, which facilitates learning knowledge from outside the domain and improves the quality of the data.




4.5. Effects of Hyperparameter and Data Volume


To investigate the impact of the number of generated data used for training on the prediction performance during the prediction phase, we conduct experiments on three datasets. As shown in Figure 5, for Restaurant and Twitter, the best performance is achieved when   t = 1  , while for Laptop, the best performance is achieved when   t = 2  . When t is set to 3 or 4, the performance becomes worse, indicating that the cross-entropy filtering of the model can effectively filter out low-quality sentences.



In order to investigate the impact of the number of out-of-domain datasets on the prediction performance, we conducted experiments using 5000, 6000, 9000, and 15,000 datasets. Since Yelp and Amazon Electronics have five sentiment categories (scored from 1 to 5), and Twitter17 has three sentiment categories (negative, neutral, positive), we choose to use 5000 for the former and 6000 for the latter to maintain sample balance. As shown in Figure 6, the model achieves the best performance with 5000 data in the Yelp dataset, and with 15,000 data in the Amazon Electronics and Twitter17 datasets.




4.6. Ablation Study


We conducted an ablation study to analyze the effectiveness of the key components in our approach. The results are shown in Table 5, where w/o represents some removed components. It can be seen that removing any of the framework components significantly degrades performance. Hence, our framework can generate high-quality sentences that enhance model capabilities.



The results show that the removal of   R  a p    has the most significant impact on Restaurant and Twitter, with F1 scores dropping by 1.89 and 2.14, respectively. Meanwhile, on Laptop, the removal of   R a   brings the greatest impact, with the F1 score decreasing by 1.87. The reason may be because Laptop has more samples that implicitly express sentiment [53], which makes it difficult for the model to identify their sentiment polarity. As a result, the performance is poorer because the sentences generated by   R  a p    are of lower quality compared to those generated by   R a  , which only replaces aspect words.



By removing the module that filters the generated sentences, the results show a fair performance. The F1 scores decrease by 1.66, 0.21, and 1.84 for the prediction of the three datasets, respectively. This indicates that the quality of the generated sentences is relatively high, and at the same time, the results suggest that the filter module also has a performance improvement effect.



Finally, we also compare our method with a framework that removes both   R a   and   R  a p   , meaning that no data augmentation is used, and predictions are only made by the prediction model. The results show that the F1 score is the lowest among the several ablation experiments, which indicates that each module has a positive effect on improving the model’s performance.




4.7. Case Study


Table 6 displays two sample cases showcasing the ability of our framework. The aspect terms are highlighted in red and polarities marked in blue. From the table, we can observe how our framework leverages the knowledge learned from out-of-domain for in-domain data augmentation. The aspect terms are randomly selected from the in-domain training set, and the model is able to learn expressions from out-of-domain sentences. In the first example, our framework learns the opinion words “pricey” and “worth it”, while in the second example, it learns the phrase “fast” and illustrates how quickly the battery consumption occurs during usage. These words or phrases are not present in the in-domain training dataset, indicating that the generated sentences leverage the rich out-of-domain data to generate new diverse in-domain sentences. Consequently, our approach enhances the predictive ability by enriching the data more than before.



Table 7 shows some error examples, most of which are caused by generating low-quality sentences that lack emotional descriptions, such as “The lobster teriyaki and naan”, as well as generating sentences with ambiguous polarity, leading to prediction errors, such as “A new version of the Windows 7 family is now available”. This is because our data augmentation is generated by a generation model rather than a simple word replacement pattern, so the model may generate low-quality sentences. We use an entropy filter to filter out such sentences.





5. Discussion and Conclusions


Due to the lack of data in ABSA, it is difficult to improve the performance of various models. Therefore, we increase the amount of data through data augmentation methods. To improve the quality of the augmented data, we use cross-entropy to filter the generated data. In detail, we propose a cross-domain generative data augmentation framework (CDGDA) to relieve the issue of scarce data in ABSA task datasets. Our framework leverages a powerful generation model to learn expressions from similar datasets out-of-domain, and uses aspect term replacement and aspect–sentiment pair replacement to generate new fine-grained sentences with improved quality. The results show that our framework performs well on all three datasets, outperforming both previous baselines and other data augmentation methods.



In future work, we plan to adapt our framework to other ABSA tasks that predict multiple elements. In addition, we can try to apply it to language tasks with a lack of data. This approach has the potential to improve performance in various domains, helping to address data scarcity issues across different natural language processing tasks.
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Figure 1. An example of the ABSA task. The aspect terms are marked in red and sentiment polarities are marked in blue. 






Figure 1. An example of the ABSA task. The aspect terms are marked in red and sentiment polarities are marked in blue.



[image: Electronics 12 02949 g001]







[image: Electronics 12 02949 g002 550] 





Figure 2. An example of the coarse-grained sentiment analysis task. 
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Figure 3. Generation model fine-tuning training. a, p,   R a  , and   R  a p    are the aspect term, sentiment polarity, aspect replacement, and aspect–sentiment pair replacement, respectively. 
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Figure 4. Sentence generation and sentiment prediction.  A  and  P  are the set of aspect terms and the set of sentiment polarities, respectively. Fixed GM is the generation model with fixed parameters. 
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Figure 5. Acc and F1 scores for different values of the hyperparameter t. 
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Figure 6. Acc and F1 scores for different orders of magnitude of out-of-domain datasets after data augmentation. 
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Table 1. The experimental datasets with the sentiment polarity labels. Note that (o) refers to coarse-grained out-of-domain datasets.
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Dataset

	
Sentence

	
# Positive

	
# Neutral

	
# Negative






	
Restaurant

	
Train

	
1980

	
2164

	
637

	
807




	

	
Test

	
599

	
727

	
196

	
196




	
Laptop

	
Train

	
1454

	
976

	
455

	
851




	

	
Test

	
409

	
337

	
167

	
128




	
Twitter

	
Train

	
6051

	
1507

	
3016

	
1528




	

	
Test

	
677

	
172

	
336

	
169




	
Twitter17(o)

	
Aug

	
15,000

	
5000

	
5000

	
5000
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Table 2. The rest of the coarse-grained out-of-domain datasets, whose sentiments are labeled as ratings from 1 to 5. Note that (o) refers to coarse-grained out-of-domain datasets.
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Dataset

	
Sentence

	
Sentiment Score




	
1

	
2

	
3

	
4

	
5






	
Yelp(o)

	
Aug

	
5000

	
1000

	
1000

	
1000

	
1000

	
1000




	
AMZElec 1 (o)

	
Aug

	
15,000

	
3000

	
3000

	
3000

	
3000

	
3000








1 Amazon Electronics.













[image: Table] 





Table 3. Some examples from each dataset.
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	Dataset
	Examples





	Restaurant
	Not only was the food outstanding, but the little ‘perks’ were great. #food #Positive #perks

#Positive

Nevertheless the food itself is pretty good. #food #Positive



	Laptop
	The software that comes with this machine is greatly welcomed compared to what Windows

comes with. #software #Positive #Windows #Negative

They also use two totally different operating systems. #operating systems #Neutral



	Twitter
	We are having an awesome Day, No problem we love madonna too. #madonna #Positive

harry potter the last of all will be amazon! #harry potter #Positive



	Yelp
	a tad overpriced for the quality of the food. service just ok. probably wont be returning. #2.0

Cool place to chill out during the afternoon thunder storms. The frozen Irish coffee was

amazing #5.0



	Amazon Electronics
	pros love it. It allows to attach and reattach the anti static cablecons none that I can think

of #5.0

Also, the tech support is not very good. Read the forums I would just buy another product,

and I am ready to junk my unit. #1.0



	Twitter17
	We may not win Academy Awards but we will be the freaking Peoples Choice dammit #0

Im actually excited to record AW on Ps4 tomorrow, it been a while #2
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Table 4. Overall performance of different methods on the three datasets. We use accuracy (Acc) and macro-F1 (F1) to measure the performance of various methods. LTSM, Syn., Att., and Aug. mean the methods using the LTSM model, syntactic structure, attention mechanism, and data augmentation, respectively. The underlined values are the best performing of the baseline models. The bolded part is the best result.
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Category

	
Method

	
Restaurant

	
Laptop

	
Twitter




	
Acc

	
F1

	
Acc

	
F1

	
Acc

	
F1






	
LTSM

	
TNET [47]

	
80.69

	
71.27

	
76.54

	
71.75

	
74.90

	
73.60




	
Syn.

	
CDT [48]

	
82.30

	
74.02

	
77.19

	
72.99

	
74.66

	
73.66




	

	
RGAT [49]

	
83.30

	
76.08

	
77.42

	
73.76

	
75.57

	
73.82




	

	
DualGCN [50]

	
84.27

	
78.08

	
78.48

	
74.74

	
75.92

	
74.29




	
Att.

	
RAM [45]

	
80.23

	
70.80

	
74.49

	
71.35

	
69.36

	
67.30




	

	
MGAN [46]

	
81.25

	
71.94

	
75.39

	
72.47

	
72.54

	
70.81




	

	
BERT−base [3]

	
86.31

	
80.22

	
79.66

	
76.11

	
76.50

	
75.23




	
Syn. and Att.

	
RGAT + BERT [49]

	
86.60

	
81.35

	
78.21

	
74.07

	
76.15

	
74.88




	

	
DualGCN + BERT [50]

	
87.13

	
81.16

	
81.80

	
78.10

	
77.40

	
76.02




	
Aug.

	
CBERT [52]

	
86.27

	
80.00

	
79.83

	
76.12

	
76.44

	
75.36




	

	
BT + BERT [51]

	
86.47

	
79.63

	
79.59

	
75.79

	
76.26

	
75.16




	
Aug. and Gen.

	
C   3  DA [37]

	
86.93

	
81.23

	
80.61

	
77.11

	
77.55

	
76.53




	

	
CDGDA (ours)

	
87.67

	
83.05

	
81.65

	
78.64

	
78.14

	
77.38
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Table 5. Ablation study of the CDGDA.
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Model

	
Restaurant

	
Laptop

	
Twitter




	
Acc

	
F1

	
Acc

	
F1

	
Acc

	
F1






	
CDGDA

	
87.67

	
83.05

	
81.65

	
78.64

	
78.14

	
77.38




	
w/o    R a  

	
86.68

	
81.85

	
80.54

	
76.77

	
77.55

	
76.69




	
w/o    R  a p   

	
86.51

	
81.16

	
80.22

	
77.10

	
76.66

	
75.24




	
w/o Filter

	
86.42

	
81.39

	
80.85

	
78.43

	
76.37

	
75.54




	
w/o   R a   and   R  a p   

	
86.31

	
80.22

	
79.66

	
76.11

	
76.50

	
75.23
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Table 6. Case study. The aspect terms and polarities are noted in red and blue, respectively.
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	Source
	This sushi tasted too salty. #Negative



	out-of-domain
	Great food. They have a huge eclectic selection, which is a major plus these

days. It is pricey but securely worth it.



	CDGDA
	Food tastes bad and pricey. #Negative

The bacos and samosas are plentiful and taste good. #Positive

The cream cheeses are ordinary. #Neutral

Fish tastes good, but a little pricey, but the takeout menu is worth it. #Positive



	Source
	I love the size of the keyboard. #Positive



	out-of-domain
	Decent when the screens on its brightest, but not good when dim. Bubble soft

card is useless. The battery runs out fast.



	CDGDA
	The volume control is very easy to use. #Positive

The computer’s assistance is useless. #Negative

The battery is rated at 6.5 h but the battery life is 4.5 h. #Negative

The machine loads very fast. #Positive
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Table 7. Case study. Some error examples.
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	Datasets
	CDGDA





	Restaurant
	The lobster teriyaki and naan. #Positive

Coffee was good, but not great. #Positive



	Laptop
	The firewire connection is the only way to connect. #Positive

i want to install software, #Positive



	Twitter
	larry king’s life is a ninja, #Negative

a new version of the windows 7 family is now available. #Negative
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