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1. Introduction

Data, such as images and signals, are constantly generated from various industries,
including the internet [1,2]. As a result, new technologies have surfaced to track the origin
of data and determine their potential for collection, quantification, decoding, and analysis.
The analysis of big data, signals, and images has gained significance due to the vast
amount of domain-specific and valuable information they contain. These data are crucial
for addressing issues such as national intelligence, cyber security, marketing, medical
informatics, and fraud detection [3]. Deep learning techniques are highly popular in
today’s modern digital age. They enable the analysis and learning of substantial quantities
of unsupervised data, making them significant for information processing when raw data
are mostly uncategorized and unlabeled [4]. Moreover, these applications can include
working with medical images as well as signal processing for wellness devices, remote
monitoring, and neural devices [5]. Industrial data may also be used for early warning alert
systems in assembly lines, whereas big data can be derived from huge forms like electronic
health records and hospital information systems [6,7]. This Special Issue aimed to delve
into the application of deep learning for addressing significant challenges related to big
data, images, and signals.

2. Brief Description of the Contributions

Aleem et al. discussed machine learning (ML) models for diagnosing depression in
(Contribution 1). The depression diagnosis model was presented with data extraction,
preprocessing, detection, classification, and evaluation. In (Contribution 2), four pre-trained
models, MobileNetV2, VGG16, DenseNet121, and InceptionV3, were proposed for detect-
ing Hurricane-Harvey-induced building destruction in the Greater Houston region (2017).
Tahir et al. (Contribution 3) considered m7G-LSTM to predict N7-methylguanosine sites.
The LSTM model demonstrated superior performance in identifying N7-methylguanosine
sites compared to the CNN model. Wang et al. introduced a GAN-based data augmenta-
tion model for accurately segmenting ischemic stroke. Experimental evaluation showed
superior performance and high-quality generated stroke images compared to alternative
methods (Contribution 4). Albahli et al. introduced the sentiment lexicon and employed
ELM and RNN for predicting the stock market. Its performance was evaluated using
Twitter data and the Sentiment140 dataset across ten different brands (Contribution 5). In
(Contribution 6), an innovative and robust vehicle detection system was proposed based
on the DNN You Only Look Once (YOLOv2) with DenseNet-201 used for the feature
extraction. In (Contribution 7), the authors analyzed cloud/sky image classification fea-
tures. Advanced GAN technologies (KernelGAN, ESRGAN, PatchGAN, etc.) were utilized
to estimate degradation kernel and inject noise for Super-Resolution (SR) of Sentinel-2
remote-sensing images (Contribution 8). In (Contribution 9), the processing of features
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based on a gray-level co-occurrence matrix was presented. The method successfully de-
tected COVID-19 pictures and produced favorable experimental results when it integrated
the multi-head self-attention with Residual Neural Network (RNN) for recognizing X-ray
images for testing.

The suggestion of a more straightforward bubble model and associated solver opti-
mization technique addresses the problem of insufficient realistic simulation and convo-
luted solutions for bubble-motion behavior in water. First, the computation was made
simpler by ignoring the internal bubble velocity and creating the bubble model by just
considering the net flow of the intake and outflow bubbles (Contribution 10). Hamdi et al.
(Contribution 11) developed a classification model to detect COVID-19 in X-rays images
of the human chest. Unbalanced classes were addressed using preprocessing techniques,
including conditional GANs for data generation. Transfer learning was used to fine-tune
the VGG16 model after pre-training it on ImageNet. A fog-based anomaly detection system
was introduced to demonstrate the effective utilization of fog nodes to decentralize cloud-
based architectures for IoT networks (Contribution 12). In (Contribution 13), a Multi-Access
Edge Computing (MEC) system was designed to minimize energy consumption by em-
ploying multiple Mobile Devices (MDs) and servers. For identifying low-resource malware
families, the authors looked at cross-family knowledge transmission (Contribution 14).
They assessed the knowledge transfer through supportive scores between families and
presented the Sequential Family Selection algorithm to improve detection. For COVID-19
image classification, a BoT-ViTNet model based on ResNet50 was provided (Contribution
15). It incorporated a multi-scale self-attention block to enhance global information model-
ing and a two-resolution transformer-based vision transformer block for fusing local and
global information in complex lesion regions.

(Contribution 16) presented a novel VPN traffic classification method by means of
Packet Block images. The notion of Packet Block, which is the accumulation of continuous
packets in the same direction, is suggested in a traffic categorization approach based on
deep learning. The Packet Block’s characteristics were taken from network traffic and
converted into graphics. In (Contribution 17), a novel scoring function was proposed to
rank Fermatean Fuzzy numbers, addressing Fermatean Fuzzy uncertainty within a precise
setting. An integration of evolution-based GA and deep CNN VGG16 was presented
(Contribution 18). VGG16 performed feature learning on an eight-vehicle class dataset,
followed by feature selection using GA. Classification was then carried out using the SVM
classifier. Furthermore, (Contribution 19) introduced the temporal and spatial-fusion-
network-model-based human action recognition method. In (Contribution 20), to evaluate
how well three deep learning (DL) approaches performed in predicting the individuals’
eyes’ state from the EEG information, EEG signals were gathered. It did this by using a DL
framework to separate out the best vector quantization from the underlying VQ systems,
introducing a discriminative approach to LVQ. In (Contribution 21), a new ensemble
model with data mining techniques was presented to predict student performance. The
datasets incorporated features like student behavior in parental involvement in academic
performance, online classes, and demographic information, demonstrating a significant
connection between student conduct and performance. (Contribution 22) Deep deformable
was used to create an aesthetic font style transfer network. The stylistic components of an
image were translated into the text of a text image, and the font distortion was controlled by
adjusting the parameters to create a range of style migration. Furthermore, (Contribution 23)
introduced FedTCM, a federated two-tier cache scheme that mitigated the impact of Non-
IID (Non-Independent and Identically Distributed) data on user behavior modeling. A
neural-network-based sign language recognition model was presented, utilizing an assistive
glove to capture real-time data (Contribution 24). To collect signals for the alphabet and
numbers, sensor-based assistive gloves are being developed. These symbols make up a
very small but crucial portion of the ASL vocabulary since they are crucial to fingerspelling,
a common technique for conveying emphasis, lexical gaps, personal names, and technical
words. A self-assembled dataset of isolated static digit, alphabetic, and alphanumeric
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character postures was utilized to train a fully connected neural network using a scaled-
conjugate-gradient-based backpropagation technique. In conclusion, Contribution 25
presents a feature-guide conditional generative adversarial network (FG-CGAN). In order
to reduce the identity difference between the input and output face images of the generator
and maintain the identity of the input facial image during the generating process, a feature
guide module introduces both perceptual loss and L2 loss.

3. Conclusions

This Editorial introduces 25 research articles focusing on the applications of deep learn-
ing in the modern digital age. The goal was to collect relevant contributions in the modern
digital age such as industry, education, healthcare, and security. The innovative approaches
presented in this Special Issue are expected to be regarded as interesting and constructive
and achieve recognition from the scientific community and international industry. The
research results showcased in this collection anticipate more active development and re-
search in the realm of deep learning in the future. To achieve this, future approaches could
involve leveraging deep learning models to improve prediction accuracy and enhance the
reliability of prediction models.
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