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Abstract

:

Designing modern antenna structures is a challenging endeavor. It is laborious and heavily reliant on engineering insight and experience, especially at the initial stages oriented towards the development of a suitable antenna architecture. Due to its interactive nature and hands-on procedures (mainly parametric studies) for validating the suitability of particular geometric setups, typical antenna development requires many weeks and significant involvement of a human expert. The same reasons only allow the designer to try out a very limited number of options in terms of antenna geometry arrangements. Automated topology development and dimension sizing is therefore of high interest, especially from an industry perspective where time-to-market and expert-related expenses are of paramount importance. This paper discusses a novel approach to unsupervised specification-driven design of planar antennas. The presented methodology capitalizes on a flexible and scalable antenna parameterization, which enables the realization of complex geometries while maintaining reasonably small parameter space dimensionality. A customized nature-inspired algorithm is employed to carry out space exploration and identification of a quasi-optimum antenna topology in a global sense. A fast gradient-based procedure is then incorporated to fine-tune antenna dimensions. The design framework works entirely in a black-box fashion with the only input being design specifications, and optional constraints, e.g., concerning the structure size. Numerous illustration case studies demonstrate the capability of the presented technique to generate unconventional antenna topologies of satisfactory performance using reasonable computational budgets, and with no human expert interaction necessary whatsoever.
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1. Introduction


We are imaging a world of new social experiences. In the metaverse, we can connect with people, play, and work in an online immersive experience. Virtual reality (VR) technology submerges us in 3D spaces that surpass the real world, allowing us to feel as if we were together with our families and friends. Augmented reality (AR) permits adding amusing virtual effects to photographs and videos, letting us express ourselves with the people who matter the most. On 6 May 2015, Facebook (now Meta) announced the first consumer version of Oculus Rift, and this AR headset was tethered with cables. The reason was obvious. Cutting-edge computer graphics require a bandwidth and responsiveness that only a wired connection could deliver at the moment. Wi-Fi 6E extends on the existent Wi-Fi 6 (802.11ax) standard and permits accessing the new 6 GHz band. This translates into 1200 MHz of pure spectrum in the United States, but also in the majority of the outside world (with almost 500 MHz available in the European Union). It can provide data throughput up to 9.6 Gbps and an ultra-low latency of less than 3 ms. Consequently, it soon becomes an inevitable technology candidate to support high fidelity interaction for virtual and augmented reality.



The critical components of the aforementioned, and—for that matter—any wireless communication system, are antennas. In industry, the conventional design approach usually starts with an existing antenna geometric structure that can be found in previous generations of products and in publications, or inspired by engineers’ prior knowledge. Next, the structure is adapted to the available antenna volume in the target devices, and possibly occupies the entire assigned space in order to maximize the antenna efficiency. Finally, the antenna design problem is formulated and solved to allow automated adjustment of geometry parameters, thereby boosting the structure performance to the limit. Geometry variable adjustment is often carried out using experience-driven parametric studies [1,2], which is inefficient for the majority of contemporary antenna systems. A recommended approach is the employment of rigorous numerical optimization. For reliability reasons, this is most often performed using full-wave electromagnetic (EM) simulation models [3]. The literature offers a plethora of optimization techniques, including local [4] (both gradient-based [5,6,7] and derivative free [8]), global [9,10,11,12], multi-criterial [13,14,15], but also specialized methods for uncertainty quantification (statistical analysis [16], robust design [17,18]). As the computational cost of EM-driven design is high, often prohibitive when using conventional methods [19], considerable research efforts have been directed towards acceleration. These include surrogate-assisted approaches involving both data-driven [20,21,22,23,24,25], and physics-based metamodels [26,27,28,29], machine learning frameworks [30,31,32], response feature technology [33,34], cognition-driven design [35], response correction techniques [36,37], but also variable-resolution methods [38,39].



While antenna performance enhancement through geometry parameter adjustment is by far the most widely used approach, it limits the number of potential options, especially in terms of the considered antenna topologies. The optimization process normally leads to a final design featuring an antenna type that is structurally similar to the initial one, with only different geometric dimensions. For example, when starting from an inverted-F antenna we usually end up with another inverted-F antenna [40]; a double T-shaped monopole normally leads to a slightly modified T-shaped monopole [41]. However, in many cases, restricting the optimization process to dimension adjustment of the fixed topology does not facilitate the exploration of other antenna topologies that may be more suitable for a given application and imposed size or other constraints. This is usually detrimental to the performance of other key features of the products, such as audio or a camera, as those components usually share a common PCB area with the antenna.



Alternative, and more generic approaches include topology optimization (TO) techniques. One of the possibilities is to discretize the space assigned to the antenna into a number of pixels (typically, rectangular cells) to construct a suitable topology, which is determined by either associating a given cell with metallization or leaving it empty [42,43,44,45,46,47]. While these methods enable considerable flexibility, the design problem typically turns into a combinatorial one. Also, controlling the topology resolution is not straightforward as changing the cell sizes alters the problem dimensionality. In some cases, only parts of the antenna topology (e.g., the radiator [42]) are discretized, which limits possible options. A slightly different methodology are pixel antennas, where the antenna topology is developed by (optimization-decided) connections between pre-defined metallic cells [48,49,50,51], or connections between freely moving patches [40]. The free-form TO methods exhibit improved flexibility due to nearly arbitrary parameterization of the antenna metallization [52,53,54,55,56,57,58,59]. Many of these techniques (e.g., [53,54]) incorporate fast custom EM FDTD solvers to expedite the optimization process. In the majority of the mentioned techniques, AI-based procedures (e.g., genetic/evolutionary algorithms) are employed to carry out the design process. In general, simultaneous optimization of antenna topology and its dimensions facilitates the generation of non-conventional structures with potentially attractive features and competitive performance. This is particularly important from the perspective of today’s industrial antenna design because it becomes increasingly more difficult to accommodate conventional types of antennas into highly integrated and highly functional portable devices.



This work proposes a novel approach to unsupervised specification-driven design of planar antennas. Its key component is a flexible parameterization of antenna geometry. It can be readily adjusted in terms of the complexity, thereby accommodating structures of different levels of topological sophistication. Furthermore, it facilitates both combinatorial and continuous optimization, which enables evolution of the antenna topology and, simultaneously, the adjustment of dimensions, all within the same parameterization framework. The antenna development is a two-stage process with the first stage realized as nature-inspired evolution of antenna geometry, and the second stage involving local (gradient-based) tuning of antenna dimensions. The same parameterization is employed throughout the entire design procedure. The presented framework operates entirely in a black-box fashion with no expert knowledge incorporated whatsoever. It has been demonstrated through the design of several dual- and triple-band but also broadband antennas under challenging scenarios (strict constraints on antenna footprint, the presence of environmental components). In all cases, novel and unconventional structures have been obtained that satisfy the prescribed performance requirements. At the same time, the computational costs of the design process are reasonable given unsupervised operation of the framework.



The technical contributions of this work can be summarized as follows: (i) development of a flexible and scalable parameterization of antenna structures, which is suitable for both combinatorial and continuous optimization, (ii) encapsulating tools for antenna topology alteration and dimension adjustment within the same parameterization described by a reasonably small number of variables, (iii) development of the algorithmic framework for unsupervised (specification-driven) antenna design, (iv) demonstrating practical utility of the framework using several examples of antennas designed under challenging scenarios (dual- and triple-band specifications, limited footprint, accounting for antenna environment). To the best knowledge of the authors, the presented methodology offers versatility and efficacy not reported so far in the literature.




2. Unsupervised Antenna Design: Methodology


This section introduces the proposed approach to unsupervised development of planar antennas. The keystone of our approach is a scalable antenna parameterization, which facilitates the generation and processing of complex geometries while maintaining reasonably low parameter space dimensionality. The latter is instrumental for efficient processing of antenna topologies and dimension sizing using numerical optimization techniques. The remainder of this section is organized as follows: Section 2.1 discusses the fundamental assumptions of the design process. Section 2.2 introduces antenna parameterization, whereas Section 2.3 outlines the computational model and the interface between programming environment (here, Matlab) and EM solver (here, CST Microwave Studio). Global and local optimization procedures are described in Section 2.4 and Section 2.5, respectively, whereas Section 2.6 summarizes the entire design framework.



2.1. Prerequisites


In this work, the following assumptions are made about the antenna structures of interest:




	
We consider single-layer microstrip antennas on rectangular-shape substrates;



	
The ground plane is assumed to be rectangular, extending from the bottom of the substrate and along the entire substrate width. The ground plane height is determined by the optimization process;



	
Front-side metallization structure is determined by the optimization process within the scope of the assumed parameterization (cf. Section 2.2);



	
Excitation: a discrete port allocated at any point of the antenna; however, it should be over the ground plane and touching the front-side metallization.








The antenna structures generated using these guidelines cover a wide range of possible topologies.




2.2. Subsection


Antenna parameterization is developed based on the following prerequisites:




	
Parameterization should provide sufficient flexibility to mimic the shapes of popular types of microstrip (monopoles, patch antennas, dipoles, etc.);



	
It should contain continuous parameters (e.g., metallization patch sizes and location) to facilitate local tuning;



	
It should contain discrete parameters to adjust the structure complexity;



	
It should be scalable; in particular, parameterization that enables changing the number of antenna components, and, consequently, the number of adjustable parameters, is preferred over parameterizations featuring fixed numbers thereof;



	
Parameterization should be easy to implement, handle, and extend in EM simulation environment (here, CST Microwave Studio).








A parameterization complying with the aforementioned prerequisites has been developed for the purpose of this work as described below. The antenna building blocks include the following (note: horizontal and vertical dimensions are marked using the subscript x and y, respectively):




	
Substrate: It is assumed to be rectangular, of the size Sx and Sy (cf. Figure 1a). The substrate thickness is h, and its dielectric permittivity is εr (both may be fixed or variable, depending on designer’s needs).



	
Ground plane: A solid rectangle extending through the entire substrate in the x direction and lg in the y direction (Figure 1b).



	
Discrete port: The port location is px and py with respect to the center of a specified metallization patch, the port to the ground plane, and one of the metallization patches on the front side (cf. Figure 1c).



	
Front-side metallic patches: The antenna contains NP metallic patches, the centers of which can freely move within the substrate area. Each patch is parameterized using four parameters:




	-

	
Center of the kth patch: sx.k (horizontal coordinate), sy.k (vertical coordinate);




	-

	
Size of the kth patch: hx.k (horizontal coordinate), hy.k (vertical coordinate);









for k = 1, …, NP. The patch center is allocated with respect to the center of the substrate (cf. Figure 2a). Further, the patches are trimmed as necessary to ensure that they do not extend beyond the substrate outline. Formally, patch trimming is realized using the following formulas (cf. Figure 2b):


    h  x . k   = min (  h  x . k   ,  d  x . k   )   ,             where    d  x . k   =    S x   2  − |  s  x . k   |   



(1)






    h  y . k   = min (  h  y . k   ,  d  y . k   )   ,             where    d  y . k   =    S y   2  − |  s  y . k   |   



(2)












The patches are concatenated in a Boolean sense to form the front metallization of the antenna structure.




	
Front-side holes: The antenna may contain NH holes, which are understood as the areas with removed metallization. As for the patches, the centers of the hole can move freely. Each hole is parameterized using four parameters:




	-

	
Center of the kth hole: shx.k (horizontal coordinate), shy.k (vertical coordinate);




	-

	
Size of the kth hole: hhx.k (horizontal coordinate), hhy.k (vertical coordinate);









For k = 1, …, NH. The hole center is allocated with respect to the center of the substrate (cf. Figure 3a). The holes are subtracted from front-side metallization in a Boolean sense, as shown in Figure 3.








All antenna parameters, including dimensions of the substrate, port location, location and sizes of the patches and holes are gathered into a parameter vector x to be processed by the optimization algorithms, both global and local.



The proposed parameterization allows for rendering a plethora of conventional antenna geometries, some of which are shown in Figure 4, see also Figure 5. The shown topologies are just examples; in practice, the antenna shapes produced by the optimization algorithm are to be irregular, unlike those obtained using the engineering insight. Due to continuously adjusted sizes of metallic patches and holes, the resolution of antenna geometry can be globally and locally altered without the necessity of introducing any additional components. The same can be said about the overall antenna size as well as the overall complexity of the structure. In particular, the number of building blocks can be modified during the design process while maintaining fixed dimensionality of the parameter space. Further, the parameter space dimensionality can be readily adjusted in a linear fashion by adding the number of geometry components, which is in contrast to mesh-type of parameterization, where even small changes in the mesh density have profound effects on the effective number of design variables. Because of being primarily based on continuous variables, the proposed parameterization is suitable to work with local (both gradient-based and stencil-based) optimization algorithms. The proposed parameterization addresses a number of common issues pertinent to unit-cell based approaches (also referred to as pixel-based antennas and similar), which exhibit several serious issues: (i) limited number of antenna topologies, which are confined to the location of the unit cells; (ii) limited resolution of establishing antenna dimensions (also confined to the unit cell size); (iii) considerably larger dimensionality of parameter space, which leads to numerical problems, in particular, longer and therefore more expensive optimization runs; (iv) it is not possible to use gradient-based optimization routines, as antenna design tasks are of combinatorial nature.




2.3. Computational Model


In this work, the computational model is realized in CST Microwave Studio [60]. The raw model, shown in Figure 6 implements sixteen front-side patches and eight holes, which represent the maximum complexity (NP = 16, NH = 8), more than sufficient for practical applications.



While evaluating the antenna responses, the vector of geometry parameters (cf. Section 2.2) is transformed into actual (absolute) locations and sizes of the antenna building blocks. The patches and holes whose indices exceed NP and HN, respectively, are removed from the model by assigning zero sizes to those components. This provides convenient control over the model’s complexity. As mentioned earlier, the patch/hole sizes are relative to the size of the substrate. The lower and upper bounds on these sizes may be assigned as zero and one, respectively.



Model evaluation is realized using the interface between the programming environment (here, Matlab) and the EM solver, which has been outlined in Figure 7. The critical component thereof is a Visual Basic script synthesized to adjust the parameter values and simulation setup variables, based on the input parameters supplied to the interface.



Antenna evaluation is carried out by transforming the raw model into a specific antenna architecture (based on the input parameters), conducting batch-model simulation, and post-processing the results. Figure 8 provides an illustration example.




2.4. Design Problem Formulation. Global Optimization


Figure 9 presents the flow diagram of the design process, which is pertinent to both global search outlined in this section, and local tuning (cf. Section 2.5). The process is entirely specification driven with the only input provided by the user being design specifications, and supplementary data (e.g., substrate parameters, design constraints such as the maximum allowed antenna size, etc.). In this work, design specifications are formulated for antenna reflection characteristics. Given the target operating frequency bands [f1.1 f1.2], …, [fK.1 fK.2], where K is the number of bands, the objective is to find antenna geometry for which the maximum in-band reflection level does not exceed −10 dB. Formally, the problem is formulated as


    x  *  = arg     min    x  ∈ X   U (  x  )  



(3)




where x* is the optimum design to be identified (recall that x is a vector of all adjustable parameters), X is the parameter space determined by the lower/upper bounds on the antenna variables, and U is the minimax objective function defined as


  U (  x  ) =   max   f ∈ F     |  S  11   (  x  , f ) |    



(4)




where F = [f1.1 f1.2] ∪ [f2.1 f2.2] ∪ … ∪ [fK.1 fK.2] (∪ denotes the set-theory summation).



It should be emphasized that one of the fundamental advantages of the parameterization introduced for the purpose of this work is that the vector x determines—at the same time—the antenna topology and specific dimensions. This means that the same set of parameters can be processed using global search methods (to determine the optimum antenna topology) and local algorithms (to fine-tune the antenna performance).



The core algorithmic tool employed to perform antenna structure development using the parameterization of Section 2.2 is a floating-point evolutionary algorithm with elitism and adaptive adjustment of the mutation rate. The algorithm is similar to standard evolutionary procedures (see, e.g., [61]). The main components of the algorithm include the following:




	
Generational model (a new population entirely replaces the previous one). The population size N is set to 20;



	
Binary tournament selection [62];



	
Elitism scheme with a single best individual inserted to the next population (with by-passing recombination operators);



	
A mixture of intermediate and arithmetic crossover (with equal probabilities). Let x = [x1 … xn]T and y = [y1 … yn]T be the parent individuals, and z = [z1 … zn]T be an offspring. The intermediate crossover produces z so that zi = axi + (1 − a)yi with 0 ≤ a ≤ 1 (a selected randomly); the arithmetic crossover yield z = ax + (1 − a)y with 0 ≤ a ≤ 1 (a selected randomly). The crossover probability is pm = 0.8;



	
Random mutation with non-uniform probability distribution. It is applied individually to each parameter vector component so that xi → xi′ = xi + Δxi, where Δxi is a random deviation defined as


  Δ  x i  =        x  i . max   −  x i    ⋅    2 ( r − 0.5 )   β      if   r > 0.5        x  i . min   −  x i    ⋅    2 ( 0.5 − r )   β      otherwise      



(5)




where r ∈ [0, 1] is a random number and β = 3;



	
Termination based on exceeding computational budget (the maximum number of iterations denoted as Ni).








Furthermore, adaptive adjustment of mutation rate pm is implemented as follows. Let PD be a population diversity defined as


   P D  =  1 n    ∑  k = 1  n   s t d        x  1 . k      x  2 . k     …    x  N . k        



(6)




where xj = [xj.1 … xj.n]T is jth member of the population, and xj.k is its kth entry. Thus, PD is the average standard deviation of the population averaged over all antenna parameters. The mutation rate pm(i+1) for iteration i of the algorithm is determined as follows (the initial mutation rate pm(0) is set to 0.2):






	  if i < Ni/2



	     if PD < PDmin



	            pm(i+1) = pm(i)mincr



	     elseif PD > PDmax



	            pm(i+1) = pm(i)/mdecr



	  end



	  else



	

   p m  ( i + 1 )   =  p m  (  N i  / 2 )         2 (  N i  − i )    N i       2   



(7)







	  end








Here, we use PDmin = 0.05, PDmax = 0.1, mincr = 1.3, and mdecr = 1.2. The multiplication factors are not critical due to self-adjustment. The minimum/maximum population diversities are set having in mind that most of antenna parameters are relative (i.e., change between zero and one). In the second half of the search process, mutation probability gradually decreases to zero, which improves exploitation capability of the algorithm. The flow diagram of the evolutionary algorithm can be found in Figure 10.




2.5. Local Parameter Tuning


The purpose of the second optimization stage is to improve antenna performance (here, impedance matching over the target operating bands) through local tuning of antenna parameters. In this work, we use a trust-region gradient-based algorithm [63] with numerical derivatives [64], which is briefly outlined below.



The goal is to again solve the problem (3), (4); however, the starting point is the design obtained through global search (cf. Section 2.4), which will be denoted as x(0). The algorithm produces a series of approximations x(i), i = 0, 1, …, of approximations to the optimum design x* using a linear (first-order Taylor) model of antenna responses established at the current iteration point. The details of the algorithm can be found in Algorithm 1. The problem (9) is solved using Sequential Quadratic Approximation (SQP) algorithm [65] implemented as a part of the Matlab Optimization Toolbox [66].






	Algorithm 1. The outline of trust-region gradient-based algorithm with numerical derivatives



	Optimization problem (cf. (1), (2)):




    x  *  = arg   min    x  ∈ X   U (  x  )  



(8)




Algorithm operation: the TR algorithm generates a sequence x(i), i = 0, 1, 2, … as


    x   ( i + 1 )   = arg   min    x  ;   | |  x  −   x   ( i )   | | ≤  d  ( i )      U L  (  x  )  



(9)




Objective function UL: is defined as in (4) but with the antenna response S11 evaluated using its first-order Taylor model:


   S  11 L   ( i )   (  x  , f ) =  S  11 L   ( i )   (   x   ( i )   , f ) +   G   11   (   x   ( i )   , f ) ⋅ (  x  −   x   ( i )   )  



(10)




In (10), G11(x,f) is the gradient of S11(x,f) at x and frequency f evaluated using finite differentiation [63].

Gain ratio r: EM-evaluated versus linear-model predicted objective function improvement


  r =   U (   x   ( i + 1 )   ) − U (   x   ( i )   )    U L  (   x   ( i + 1 )   ) −  U L  (   x   ( i )   )    



(11)




Trust region size d(i) > 0: adaptively adjusted based on r; d(i+1) = d(i)mincr if r > rincr, and d(i+1) = d(i)/mdecr if r < rdecr; standard control parameter values are rincr = 0.75, rdecr = 0.25, mincr = 1.5, mdecr = 2 [67].

Acceptance of the new iteration point: x(i+1) is accepted only if r > 0 (i.e., EM-evaluated objective function improvement has been observed); otherwise, the iteration is repeated with reduced TR size;

Algorithm termination: convergence in argument (||x(i+1) − x(i)|| < ε) or sufficient reduction of the TR size (d(i) ≤ ε); the termination threshold is set to ε = 10−3.








It should be noted that each iteration of the algorithm requires at least n + 1 EM analyses (n being the parameter space dimensionality). In our implementation, the finite-differentiation-based sensitivity estimation is also used for parameter pre-screening. The parameters for which sensitivity is zero (e.g., due to a particular antenna building block being inactive) are excluded from the optimization process, which reduces the overall cost.



It should be reiterated that due to the assumed antenna parameterization, the same parameter vector x can be employed to realize both the global and local search stage. This is because large-scale adjustments of these parameters directly affect the antenna topology, whereas localized changes only alter antenna responses while keeping the topology intact.




2.6. Complete Design Framework


Figure 11 shows the flow diagram of the proposed framework for unsupervised design of planar antennas. The process is specification driven and unsupervised in the sense that both antenna topology and its specific dimensions are automatically generated using a two-stage optimization process as described in Section 2.4 and Section 2.5. The only input information provided by the user are design specifications on antenna reflection (cf. (4)), as well as additional requirements (e.g., material parameters of the substrate the antenna is to be implemented on, substrate dimensions or constraints on maximum antenna footprint area, etc.). As of now, parameterization complexity, i.e., the numbers NP and NH of active components (patches and holes) is decided upon beforehand.





3. Demonstration Examples


This section provides several illustration examples demonstrating the operation of the proposed unsupervised antenna design system. These are described in Section 3.1, Section 3.2, Section 3.3, Section 3.4, Section 3.5 and Section 3.6. Section 3.7 summarizes the results and the system performance.



3.1. Case I


The first example is a dual-band antenna implemented on FR-4 substrate (εr = 4.4, h = 1 mm). The antenna size is predefined to 30 × 6 mm. The ground plane is recessed by 5 mm, and the structure is surrounded by a metallic environment (modeled as perfectly electrical conductor), as shown in Figure 12. The design specifications imposed on antenna reflection are as follows: |S11(x,f)| ≤ −10 dB for 2.40 ≤ f ≤ 2.48 GHz, and 5.1 ≤ f ≤ 5.9 GHz.



The antenna has been designed using the approach of Section 2, with NP = 4 and NH = 7. Figure 13 shows selected snapshots of the global search stage, where the computational budget of the evolutionary algorithm was set to 2000 (population size of 10, maximum iteration count of 100). The antenna geometry obtained upon the conclusion of the global search stage and its reflection characteristic has been shown in Figure 14. The local tuning only takes six iterations, as shown in Figure 15. At the final design, design specifications are satisfied, with |S11| being below −10 dB across both operating bands. Figure 16 shows the realized gain and total efficiency. The maximum gain is about 4.4 dB and 4.3 dB in the lower and upper band, respectively, whereas the efficiency reaches about 96% in the lower band with the average in-band efficiency in the upper band being around 97%. These numbers indicate that the antenna performance is satisfactory, especially given the size constraints. Radiation patterns in the yz- and xz-plane have been shown in Figure 17. The characteristics are close to omnidirectional, which is preferred given the intended application of the structure (smart glasses). Finally, Figure 18 shows the surface current distribution at the three antenna resonances. It can be observed that the geometrical components of the architecture the antenna evolved into are quite ‘economically’ re-used at various parts of the operating spectrum. Again, it should be reiterated that the design process has been purely specification driven and unsupervised.




3.2. Case II


The second case study is also a dual-band antenna implemented on FR-4 substrate (εr = 4.4, h = 1 mm). The antenna size is the same as for Case I, i.e., 30 × 6 mm. The computational model contains the same metallic environment; however, there is no recessed ground plane (cf. Figure 19). The design specifications imposed on antenna reflection are |S11(x,f)| ≤ −10 dB for 2.40 ≤ f ≤ 2.48 GHz, and 5.0 ≤ f ≤ 7.0 GHz.



The antenna has been designed using the framework of Section 2 under an identical setup. Figure 20 shows the final geometry along with the reflection characteristic. The −10 dB impedance bandwidth is from 2.40 GHz to 2.49 GHz (lower band) and from 4.89 GHz to 7.14 GHz (upper band), which is more than is required according to specifications. It should be noted that the geometry is entirely different than for Case I. Figure 21 and Figure 22 show realized gain, total efficiency, and radiation patterns, respectively. The gain is 2.8 dB and 4.2 dB in the lower and upper band, respectively, whereas the efficiency reaches 92% at the lower band, and the average of 98% in the upper band. Radiation characteristics are close to omnidirectional in the yz-plane.




3.3. Case III


Our third example is a triple-band antenna implemented on 1.5 mm thick FR-4 substrate (εr = 4.4). The antenna size is 40 × 12 mm (see Figure 23). The design specifications are |S11(x,f)| ≤ −10 dB for 2.40 ≤ f ≤ 2.48 GHz, 5.15 ≤ f ≤ 7.13 GHz, 7.75 ≤ f ≤ 8.25 GHz. The framework of Section 2 has been used to design the antenna using the same setup as for the previous examples. Figure 24, Figure 25 and Figure 26 show the reflection characteristic, realized gain, total efficiency, as well as radiation patterns at 2.45 GHz, 6.15 GHz, and 8.0 GHz (centers of the respective operating bands).




3.4. Case IV


The next example is a compact ultra-wideband antenna, also implemented on 1.5 mm thick FR-4 substrate (εr = 4.4). The antenna size is 25 × 15 mm, as shown in Figure 27. The design specifications are |S11(x,f)| ≤ −10 dB for 3.1 ≤ f ≤ 10.6 GHz. As before, the framework of Section 2 has been used to design the antenna using the same setup as for the previous examples. Figure 28, Figure 29 and Figure 30 show the reflection characteristic, radiation patterns at 4 GHz, 6 GHz, and 8 GHz, as well as realized gain and total efficiency. Note that there is a slight violation of the at the lower end of the operating band (about 0.5 dB).




3.5. Case V


The fifth example is a triple-band antenna realized on 1.5 mm thick FR-4 substrate (εr = 4.4). The antenna size is 50 × 20 mm, cf. see Figure 31. The design specifications are |S11(x,f)| ≤ −10 dB for 1.57 ≤ f ≤ 1.58 GHz, 2.40 ≤ f ≤ 2.48 GHz, and 5.15 ≤ f ≤ 5.85 GHz. The antenna can be considered compact given that it is supposed to include the GSM band (1.57 GHz to 1.58 GHz). The design obtained using the proposed framework has been shown in Figure 32. The realized gain and total efficiency responses, as well as radiation patterns, can be found in Figure 33 and Figure 34, respectively. As it can be observed, despite its compact size, the antenna is well matched within all prescribed operating bands; as a matter of fact, the actual −10 dB bandwidths are considerably wider than the assumed targets.




3.6. Case VI


Our last example is a triple-band antenna implemented on 0.6 mm thick FR-4 substrate (εr = 4.4). The antenna size is only 36 × 5 mm, and it includes a metallic environment modeled as PEC. The total size of the structure is 80 × 10 mm, see Figure 35. The design specifications are |S11(x,f)| ≤ −6 dB for 2.40 ≤ f ≤ 2.48 GHz, 5.15 ≤ f ≤ 7.13 GHz, 7.75 ≤ f ≤ 8.25 GHz. Note that this is an extremely tough case due to strict limits imposed on antenna footprint. The designed obtained using the framework of Section 2 has been shown in Figure 36. The realized gain and total efficiency are shown in Figure 37, whereas Figure 38 illustrates radiation patterns at 2.45 GHz, 6.15 GHz, and 8.0 GHz (centers of the respective operating bands). It can be noted that—in this case—the impedance matching specifications were not met for the middle band (the average |S11| is slightly above −6 dB therein), yet the antenna operates in all three bands. The average in-band efficiency is about 63% in the lower band, about 60% in the middle band, and 62% in the upper band, whereas the average in-band gain is around 0 dB in the lower band and around 0.5 dB in the remaining bands. Nevertheless, despite stringent requirements, our algorithm produced a design that is close to expectations, and probably as good as it can be under this challenging scenario.



For the sake of comparison, this case was re-performed with relaxed demands concerning miniaturization. The antenna size was enlarged to 45 × 6 mm while keeping the same metallic environment as before (thus, the total size of the structure is now 95 × 11 mm). The proposed framework generated the design that fulfils the prescribed specifications with a very slight violation of the matching requirements around 6.2 GHz, as shown in Figure 39.



Figure 40 illustrates the realized gain and total efficiency responses. It can be observed that increasing antenna size leads to a dramatic improvement in the antenna performance. While the average total efficiency in the lower band is 65%, it is about 75% in the middle band and the upper band. At the same time, the realized gain increased to about 1 dB in the lower band, 2.5 dB in the middle band, and 3.5 dB in the upper band on the average. It should also be noticed that—as expected—the antenna geometry is entirely different to before.



Further relaxing of size constraints, this time to 55 × 6 mm (the total structure size of 105 × 11 mm) leads to further improvement of antenna properties. Now, a structure has been generated that completely fulfils the specifications, as shown in Figure 41. Also, the average efficiency increases to 82% in the lower band, and almost 80% in the middle and upper band, whereas the average gain reaches 3.0 dB, 3.8 dB, and 3.5 dB in the lower, middle, and upper band, respectively (cf. Figure 42).




3.7. Experimental Validation


For the purpose of supplementary validation, selected antenna designs have been prototyped and measured in the anechoic chamber of Reykjavik University, Iceland. These include the triple-band antenna of Figure 23 (cf. Section 3.3), the ultra-wideband antenna of Figure 27 (cf. Section 3.4), and a triple-band antenna of Figure 31 (cf. Section 3.5). Figure 43 shows the photograph of the prototype of antenna of Figure 23, along with the EM-simulated and measured reflection and realized gain responses.



Figure 44 shows the H- and E-plane radiation patterns at 2.45 GHz, 6.15 GHz, and 8.0 GHz. Figure 45 shows the photograph of the prototype of antenna of Figure 27 and its EM-simulated and measured reflection and realized gain characteristics. Figure 46 provides the H- and E-plane radiation patterns at 4.0 GHz, 6.0 GHz, and 8.0 GHz. Finally, Figure 47 and Figure 48 show the data (prototype photograph, reflection, gain, and radiation patterns at 1.575 GHz, 2.45 GHz, and 5.5 GHz) for the antenna of Figure 31. It can be observed that the agreement between the simulated and measured data is satisfactory in all cases. Minor discrepancies are mainly caused by fabrication and assembly inaccuracies. It should also be mentioned that the SMA connectors were not included in the computational models of the considered antenna structures. As these are compact devices, the presence of the connectors affects the electrical length of the ground planes, which may actually improve the antenna operation, especially in terms of impedance matching.




3.8. Discussion


The design scenarios discussed in this section demonstrate the versatility of the presented framework as well as its capability to generate antenna topologies for different design specifications (multi-band, broadband), and under challenging circumstances that include the presence of environmental components, and strict physical size constraints.



The design process is unsupervised and purely specification driven. Furthermore, the algorithmic tools are not tuned in any way for a particular problem at hand. On the contrary, the same setup has been utilized for all presented case studies. Our framework has been shown to be capable of yielding unconventional topologies, with specific geometrical components evolving to produce resonances at the target frequencies. The antennas are arranged to enable re-using their structural details at different frequency bands, thereby facilitating the fulfillment of the size constraints.





4. Conclusions


This paper proposed a novel algorithmic framework for automated and unsupervised development of planar antennas. Our methodology involves a generic and scalable parameterization that facilitates accommodating a large variety of possible antenna topologies while maintaining reasonably low dimensionality of the parameter space. Furthermore, the assumed parameterization can be used for combinatorial-optimization-based topology evolution (here, realized using nature-inspired procedures), and continuous-optimization-based fine-tuning of geometry parameters (here, carried out with an accelerated trust-region algorithm). Due to using simple building blocks (movable rectangular patches and holes), the resulting antenna structures are straightforward to fabricate.



The introduced framework has been validated through the design of several antenna structures under challenging scenarios, including multi-band operation with strict constraints imposed on the physical size of the radiator. In all cases, the same algorithmic setup has been used, meaning that the procedure has not been tuned to a particular problem at hand. At the same time, the computational cost of the design process is kept at levels which are acceptable in practice. The future work will focus on generalizing the framework (e.g., to permit design of 2.5D and 3D structures), as well as expediting the design process by incorporating surrogate modelling and machine learning tools.



The fundamental advantage of the proposed methodology is that it is unsupervised and specification driven. This means that no expert knowledge nor human interaction is required to develop and optimize the antenna structures. The presented approach is completely different to conventional methods, which normally start from known antenna topologies (patches, monopoles, inverted-F antennas, etc.) with designers attempting to introduce modifications that would lead to obtaining specific functionalities (e.g., multi-band operation). With the method proposed in the paper, an antenna topology is created automatically, and its dimensions are concurrently adjusted in the course of fully automated optimization process. One of its important benefits is that the proposed approach facilitates the development of very unconventional antenna topologies, which are unlikely to be developed by a human expert. Also, it is possible (as demonstrated through numerous examples) to design structures which are confined to specific dimensions, while exhibiting required functionality (e.g., dual-, triple-band or broadband operation).
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Figure 1. Elementary structural components of antenna parameterization and their dimensional variables: (a) substrate, (b) ground plane, (c) discrete port. 
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Figure 2. Front-side metallic patches: (a) parameterization; (b) trimming process, where light- and dark-grey shade represents the original and trimmed patches, respectively. 
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Figure 3. Incorporation of holes as constituting components of antenna structure: (a) hole size and positioning. Examples of concatenating the building blocks to form the antenna geometry: (b) initial metallization (concatenated patches), (c) hole location, and (d) final metallization upon Boolean subtraction of the holes. 
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Figure 4. Examples of various conventional geometries that can be mimicked using the proposed antenna parameterization. 
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Figure 5. Random antenna geometries generated assuming NP = 12 and NH = 2, shown to demonstrate flexibility of the presented parameterization. Light-grey shade marks the ground plane; black circle represents a discrete port. 
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Figure 6. Raw computational model (here, implemented in CST Microwave Studio): (a) model structure (front view—left; back view—right) assuming maximum complexity of sixteen patches and eight holes; (b) 3D view of the raw model; (c) 3D view of the raw model after applying Boolean transformation on the front-side metallization. 
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Figure 7. Interfacing programming environment and EM solver. Based on the input parameters (antenna geometry) and simulation parameters, a temporary project file is rendered using the templates associated with the model (here, the .cst project file and Visual Basic script). Batch-mode antenna evaluation is followed by post-processing of the exported simulation data. 
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Figure 8. Evaluation example of the computational model: (a) raw model, (b) model transformed into a specific antenna structure using parameterization of Section 2.2, (c) antenna response (here, the reflection characteristic) obtained through batch-model simulation realized using the socked of Figure 7. 
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Figure 9. Flow diagram of unsupervised antenna development using optimization tools and parameterization of Section 2.2. 
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Figure 10. Flow diagram of evolutionary algorithm with elitism and adaptive adjustment of mutation rate. 
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Figure 11. Flow diagram of the unsupervised antenna design framework proposed in this work. 
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Figure 12. Illustration case I: dual-band antenna with recessed ground plane. 
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Figure 13. Global optimization stage: antenna geometry and reflection responses at selected algorithm iterations. Thick line represents the best response found so far, whereas thin lines stand for the responses corresponding to the current population processed by the algorithm. Design specifications marked using horizontal lines: (a) iteration 4, (b) iteration 50, and (c) iteration 80. 
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Figure 14. Antenna geometry and the reflection response upon termination of the global search stage. Port location marked as the black circle. Horizontal lines mark target operating bands. 
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Figure 15. Final antenna geometry and reflection response upon conclusion of the local parameter tuning. The bottom pictures show the convergence plot and the evolution of the minimax objective function (2), respectively. Horizontal lines mark target operating bands. 
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Figure 16. Realized gain and total efficiency of the antenna of Figure 15. Vertical lines mark the operating bands. 
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Figure 17. Radiation patterns (normalized directivity): (a) 2.45 GHz, yz-plane, (b) 2.45 GHz, xz-plane, (c) 5.5 GHz, yz-plane, and (d) 5.5 GHz, xz-plane. Co-pol and cross-pol patterns shown using the solid and dashed lines, respectively. 
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Figure 18. Surface current distributions at antenna resonances: (a) 2.45 GHz, (b) 5.16 GHz, and (c) 5.75 GHz. 
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Figure 19. Illustration case II: dual-band antenna without recessed ground plane. 
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Figure 20. Case II: final antenna geometry and the reflection response. Port location marked as the black circle. Horizontal lines mark target operating bands. 
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Figure 21. Realized gain and total efficiency of the antenna of Figure 20. Vertical lines mark the operating bands. 
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Figure 22. Radiation patterns (normalized directivity): (a) 2.45 GHz, yz-plane, (b) 2.45 GHz, xz-plane, (c) 6.0 GHz, yz-plane, and (d) 6.0 GHz, xz-plane. Co-pol and cross-pol patterns shown using the solid and dashed lines, respectively. 






Figure 22. Radiation patterns (normalized directivity): (a) 2.45 GHz, yz-plane, (b) 2.45 GHz, xz-plane, (c) 6.0 GHz, yz-plane, and (d) 6.0 GHz, xz-plane. Co-pol and cross-pol patterns shown using the solid and dashed lines, respectively.
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Figure 23. Illustration case III: 40 × 12 mm triple-band antenna: (a) front view; (b) back view. 
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Figure 24. Case III: final antenna geometry (not in the right proportions) and the reflection response. Port location marked as the black circle. Light-gray shade marks the antenna ground. Horizontal lines mark target operating bands. 
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Figure 25. Realized gain and total efficiency of the antenna of Figure 24. Vertical lines mark the operating bands. 
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Figure 26. Radiation patterns (normalized directivity): (a) 2.45 GHz, yz-plane, (b) 2.45 GHz, xz-plane, (c) 6.15 GHz, yz-plane, (d) 6.15 GHz, xz-plane, (e) 8.0 GHz, yz-plane, and (f) 8.0 GHz, xz-plane. Co-pol and cross-pol patterns shown using the solid and dashed lines, respectively. 
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Figure 27. Illustration case IV: 25 × 15 mm ultra-wideband antenna: (a) front view; (b) back view. 
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Figure 28. Case IV: final antenna geometry (not in the right proportions) and the reflection response. Port location marked as the black circle. Light-gray shade marks the antenna ground. The horizontal line marks the target operating band. 
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Figure 29. Radiation patterns (normalized directivity): (a) 4.0 GHz, yz-plane, (b) 4.0 GHz, xz-plane, (c) 6.0 GHz, yz-plane, (d) 6.0 GHz, xz-plane, (e) 8.0 GHz, yz-plane, and (f) 8.0 GHz, xz-plane. Co-pol and cross-pol patterns shown using the solid and dashed lines, respectively. 






Figure 29. Radiation patterns (normalized directivity): (a) 4.0 GHz, yz-plane, (b) 4.0 GHz, xz-plane, (c) 6.0 GHz, yz-plane, (d) 6.0 GHz, xz-plane, (e) 8.0 GHz, yz-plane, and (f) 8.0 GHz, xz-plane. Co-pol and cross-pol patterns shown using the solid and dashed lines, respectively.
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Figure 30. Realized gain and total efficiency of the antenna of Figure 28. Vertical lines mark the operating band. 
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Figure 31. Illustration case V: 50 × 20 mm triple-band antenna with GSM band: (a) front view; (b) back view. 
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Figure 32. Case V: final antenna geometry (not in the right proportions) and the reflection response. Port location marked as the black circle. Light-gray shade marks the antenna ground. Horizontal lines mark target operating bands. 
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Figure 33. Realized gain and total efficiency of the antenna of Figure 32. Vertical lines mark the operating band. 






Figure 33. Realized gain and total efficiency of the antenna of Figure 32. Vertical lines mark the operating band.
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Figure 34. Radiation patterns (normalized directivity): (a) 1.575 GHz, yz-plane, (b) 1.575 GHz, xz-plane, (c) 2.45 GHz, yz-plane, (d) 2.45 GHz, xz-plane, (e) 5.5 GHz, yz-plane, and (f) 5.5 GHz, xz-plane. Co-pol and cross-pol patterns shown using the solid and dashed lines, respectively. 
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Figure 35. Illustration case VI: triple-band antenna with metallic environment. 
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Figure 36. Case VI: final antenna geometry (not in the right proportions) and the reflection response. Port location marked as the black circle. Light-gray shade marks the antenna ground. Horizontal lines mark target operating bands. 
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Figure 37. Realized gain and total efficiency of the antenna of Figure 36. Vertical lines mark the operating bands. 
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Figure 38. Radiation patterns (normalized directivity): (a) 2.45 GHz, yz-plane, (b) 2.45 GHz, xz-plane, (c) 6.15 GHz, yz-plane, (d) 6.15 GHz, xz-plane, (e) 8.0 GHz, yz-plane, (f) 8.0 GHz, xz-plane. Co-pol and cross-pol patterns shown using the solid and dashed lines, respectively. 






Figure 38. Radiation patterns (normalized directivity): (a) 2.45 GHz, yz-plane, (b) 2.45 GHz, xz-plane, (c) 6.15 GHz, yz-plane, (d) 6.15 GHz, xz-plane, (e) 8.0 GHz, yz-plane, (f) 8.0 GHz, xz-plane. Co-pol and cross-pol patterns shown using the solid and dashed lines, respectively.
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Figure 39. Case VI (relaxed size constraints, size of 45 × 6 mm): final antenna geometry (not in the right proportions) and the reflection response. Port location marked as the black circle. Light-gray shade marks the antenna ground. Horizontal lines mark target operating bands. 
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Figure 40. Realized gain and total efficiency of the antenna of Figure 39. Vertical lines mark the operating bands. 
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Figure 41. Case VI (relaxed size constraints, size of 55 × 6 mm): final antenna geometry (not in the right proportions) and the reflection response. Port location marked as the black circle. Light-gray shade marks the antenna ground. Horizontal lines mark target operating bands. 
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Figure 42. Realized gain and total efficiency of the antenna of Figure 41. Vertical lines mark the operating bands. 






Figure 42. Realized gain and total efficiency of the antenna of Figure 41. Vertical lines mark the operating bands.
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Figure 43. Experimental validation of the triple-band antenna of Figure 23: (a) prototype, (b) measurement setup, (c) simulated and measured reflection response, and (d) simulated and measured realized gain. 
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Figure 44. Experimental validation of the triple-band antenna of Figure 23: (a) simulated (gray) and measured (black) yz-plane patterns; (b) simulated (gray) and measured (black) yz-plane patterns. Patterns shown correspond to 2.45 GHz (left), 6.15 GHz (middle), and 8.0 GHz (right). 
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Figure 45. Experimental validation of the triple-band antenna of Figure 27: (a) prototype, (b) measurement setup, (c) simulated and measured reflection response, and (d) simulated and measured realized gain. 
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Figure 46. Experimental validation of the triple-band antenna of Figure 27: (a) simulated (gray) and measured (black) yz-plane patterns; (b) simulated (gray) and measured (black) yz-plane patterns. Patterns shown correspond to 4.0 GHz (left), 6.0 GHz (middle), and 8.0 GHz (right). 
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Figure 47. Experimental validation of the triple-band antenna of Figure 31: (a) prototype, (b) measurement setup, (c) simulated and measured reflection response, and (d) simulated and measured realized gain. 
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Figure 48. Experimental validation of the triple-band antenna of Figure 31: (a) simulated (gray) and measured (black) yz-plane patterns; (b) simulated (gray) and measured (black) yz-plane patterns. Patterns shown correspond to 1.575 GHz (left), 2.45 GHz (middle), and 5.5 GHz (right). 
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