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Abstract: The cyberspace is a convenient platform for creative, intellectual, and accessible works
that provide a medium for expression and communication. Malware, phishing, ransomware, and
distributed denial-of-service attacks pose a threat to individuals and organisations. To detect and
predict cyber threats effectively and accurately, an intelligent system must be developed. Cyber-
criminals can exploit Internet of Things devices and endpoints because they are not intelligent
and have limited resources. A hybrid decision tree method (HIDT) is proposed in this article that
integrates machine learning with blockchain concepts for anomaly detection. In all datasets, the
proposed system (HIDT) predicts attacks in the shortest amount of time and has the highest attack
detection accuracy (99.95% for the KD99 dataset and 99.72% for the UNBS-NB 15 dataset). To ensure
validity, the binary classification test results are compared to those of earlier studies. The HIDT’s
confusion matrix contrasts with previous models by having low FP/FN rates and high TP/TN rates.
By detecting malicious nodes instantly, the proposed system reduces routing overhead and has a
lower end-to-end delay. Malicious nodes are detected instantly in the network within a short period.
Increasing the number of nodes leads to a higher throughput, with the highest throughput measured
at 50 nodes. The proposed system performed well in terms of the packet delivery ratio, end-to-end
delay, robustness, and scalability, demonstrating the effectiveness of the proposed system. Data
can be protected from malicious threats with this system, which can be used by governments and
businesses to improve security and resilience.

Keywords: cyber security; machine learning; blockchain; machine intelligence; smart network

1. Introduction

The potential of the cyberspace to transform our lives is tremendous, but our access to
and use of this powerful tool must be carefully measured and managed to leverage its most
advantageous benefits and protect individuals from potential misuse and abuse [1]. Due to
the continuous growth of communication and networking technologies, a massive number
of devices are connected to the Internet, which introduces the concept of the Internet of
Things (IoT). In the past few decades, the IoT has witnessed a similar spike in interest due
to the automation benefits that it provides [2]. Because the IoT is connected via the Internet,
it has seen good growth over the years. Due to this growth, some crucial security issues
can help intruders gain access to network resources [3]. There has been an increase in the
number of IoT devices as IoT networks have been implemented in various systems. The
number of IoT devices is predicted to increase from 7.74 billion in 2019 to 25.44 billion in
2030 [4]. IoT endpoints are not smart and have limited resources, allowing cyber threats to
be exploited [5].

Blockchains, cybersecurity, AI, and ML are closely intertwined and are essential
components of a comprehensive digital transformation strategy. A blockchain provides a
secure data storage and sharing system, while cybersecurity enables secure data protection
from malicious activities. Using blockchain (BC) technology, cybersecurity, AI, and ML
together, organisations can enhance security, harness the power of data, reduce costly
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operational expenses, and optimise their operations [6]. The majority of cyberattacks target
dark web data theft, damaging brands’ reputations and exploiting e-commerce sites and
the stack market [7]. The use of machine learning (ML) techniques can improve both the
effectiveness of the IoT infrastructure and the performance of cybersecurity systems [8].
Blockchain technology and artificial intelligence have the potential to create smarter, safer,
more efficient, and more secure systems. Quantum technology, however, has made most
existing blockchain systems vulnerable to quantum attacks. Quantum cryptography can be
used to protect personal information and protect privacy in blockchain, artificial intelligence,
and big data applications [9].

Implementing BCs in IoT systems has numerous advantages, such as decentralisation
to eliminate a single point of failure, proof of security, traceability, and immutability [10].

A blockchain can be used to generate insights based on shared data and then to make
predictions using artificial intelligence. Via mutual agreements between nodes, blockchains
form chains that link existing blocks stored in nodes chronologically with the new blocks.
Artificial intelligence and blockchain power can be combined to provide a strong defence
against attacks [11]. Many existing approaches have developed the concept of efficient
data communication between devices and the storage of these communicated data on
either a cloud or blockchain network [12]. However, numerous obstacles exist to effectively
communicating and storing data in a smart network, and significant challenges for smart
networks have been discussed [13]. One vulnerability is the corruption of the data stored
in a BC. The immutability of BCs is the root cause of this problem; therefore, corrupted
data must be detected before they are transferred to and stored in a BC [14].

The study aims to achieve the following:

• Develop a secure, tree-based intrusion detection system (HIDT) that predicts and de-
tects threats based on ranking security features by importance based on security features.

• Analyse the proposed model’s performance using two main datasets, KDD99 and
UNSW-NB 15.

• Develop a secure decentralised blockchain reputation system (SDBCRS) based on
machine learning.

• Conduct a performance metric-based comparison between the proposed HIDT model
and other existing approaches.

• Evaluate the blockchain-based machine learning model by analyzing packet delivery
ratios, end-to-end delays, throughput, and scalability.

The proposed system combines the strengths of machine learning and artificial in-
telligence to provide the best possible detection accuracy. The blockchain-based machine
learning framework provides further assurance that the system is scalable, reliable, and se-
cure. By developing such a system, organisations can protect themselves from cyberattacks,
ensuring their information systems’ security and continuity. Additionally, the system also
provides a proactive approach to security, with its ability to predict potential threats and
take steps to mitigate them. Furthermore, this research is also helpful in reducing the time
and effort spent detecting threats and responding to threats, as well as reducing the costs
associated with cyberattacks.

The proposed system (HIDT) predicts attacks in the shortest amount of time and
has the highest attack detection accuracy (99.95% for the KD99 dataset and 99.72% for
the UNBS-NB 15 dataset).To ensure validity, the findings of the binary classification test
were compared to those of earlier research [15–19]. The HIDT’s confusion matrix features
low FP/FN rates and high TP/TN rates compared to earlier models [20]. In the network,
malicious nodes are quickly and instantaneously identified. The throughput increased
as the number of nodes increased, reaching its peak at 50 nodes. The proposed system
demonstrated effectiveness by performing well in terms of its packet delivery ratio, end-to-
end delay, resilience, and scalability.

The following points of focus form the basis of this research.

1. The challenges, threats, and countermeasures facing security and privacy in smart networks;
2. How machine learning and blockchain technology might enhance security and privacy;
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3. The development of a secure tree-based intrusion detection system (HIDT) that uses
ranked security features to predict and detect threats;

4. The development and evaluation of a secure decentralised blockchain reputation
system based on machine learning.

The sections of this article are as follows: the second section discusses recent state-
of-the-art studies conducted by various researchers, and the third section describes the
research methodology and framework. Experimental analysis, results, and discussions are
discussed in Section 4. Conclusions and future work are presented in Section 5.

2. Related Work

In a rapidly evolving network environment, there is not much time to develop new
statistical models, so they are not well suited to the new workload. By integrating concepts
from edge computing, machine learning, and artificial intelligence, a cognitive engine
can be developed [21]. Machine learning is capable of learning without much human
assistance. Therefore, paying more attention to security issues and related defences in
machine learning is important. With the development of machine learning (ML) and deep
learning (DL) models, security in the IoT cloud environment has been enhanced [22]. The
use of AI in user access authentication, network situation detection, malicious behaviour
monitoring, and abnormal traffic identification is discussed in [23]. In [24], the authors
proposed an intrusion detection system based on neural network clustering (IDS) that can
help administrators detect and reduce the risk of early-stage attacks, thereby reducing
power consumption.

Dong and Sarem [15] proposed a detection algorithm called DDAML. This study aimed
to identify DDoS attacks by applying machine learning algorithms and MLP. The DDAML
algorithm outperformed all the other algorithms (SVM, RF, KNN, and LR) with the same
ROC curve. The DDAML algorithm has an AUC of 0.912, as do the NB, SVM, CIC-SVM,
and DDADA algorithms. The NB algorithm has an AUC of 0.891, the SVM algorithm has
an AUC of 0.893, the CIC-SVM algorithm has an AUC of 0.895, and the DDADA algorithm
has an AUC of 0.899 [15]. Gradient-boosted machine (GBM) technology is proposed in [16]
as a means of improving the detection performance of anomaly-based intrusion detection
systems (IDSs). The effectiveness of the GBM technology is then evaluated in terms of
performance metrics and contrasted with well-known classifiers. The NSL-KDD, UNSW-
NB15, and GPRS datasets’ full features were applied to yield the highest results to date
using either the hold-out approach or tenfold cross-validation.

A detection approach named OGBDT, which combines genetic algorithms (GAs)
with optimised gradient boost decision trees (OGBDTs), was proposed in [18]. Enhanced
African buffalo optimisations (EABOs) were used to increase categorisation. The proposed
IDS (OGBDT) was used to compare conventional MLTs. To evaluate the performance
of these approaches, accuracy, precision, recall, and F-score were compared across the
UNBS-NB 15, KDD 99, and CICIDS2018 datasets. The suggested IDS has the fastest attack
prediction speeds across all datasets and the highest attack detection rates. By replicating
message queuing telemetry transport (MQTT) via a virtual network, IoT anomalies were
found and discussed in [19]. To detect and stop DDoS attacks, a few machine learning
algorithms, including the multilayer perceptron (MLP), naive Bayes (NB), and decision
tree (DT) algorithms, as well as an artificial neural network, were analysed. A dataset
comprising 4998 records, 34 characteristics, and eight kinds of network traffic was used
in the suggested method. With an accuracy rate of 99.94%, the classifier RF displayed the
best performance.

The three primary technologies for addressing security issues in the Internet of Things
(IoT)—machine learning (ML), (AI), and BCs—were the subject of a thorough analysis. A
study describing the IoT architecture and its supporting technology presented issues [25].
In [26], Derhab et al. proposed the RSL-KNN intrusion detection system, a method of
detecting forgeries intended to manipulate industrial control systems that uses random sub-
space learning (RSL) and the K-nearest neighbour (KNN) algorithm. A blockchain-based
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integrity checking system (BICS) protects industrial IoT systems with SDN capabilities
from misrouting attacks that alter OpenFlow rules.

As a means of improving and securing the overall security of a system and evaluating
its performance in terms of its end-to-end delay, routing overhead, packet delivery ratio,
throughput, and confusion matrix, Malik et al. (2022) proposed a solution called the
detection and prevention of a BHA (DPBHA) [20]. The proposed model was tested on
the benchmark dataset KDD99 (NSL-KDD). The KDD99 (NSL-KDD) dataset [27] includes
494021 records in its training dataset, while its testing dataset contains 311 029 records. A
study of the UNSW-NB15 dataset [28] revealed 42 features divided into ten classes (normal,
fuzzers, analysis, backdoors, DoS, exploits, generic, reconnaissance, shellcode, and worms).
In [29], the authors described a state-of-the-art technique for assessing database damage
after a hostile attack on a healthcare system; healthcare systems require fast recovery
to minimise downtime, and such an algorithm can also be used to protect healthcare
systems [29].

Systems using blockchains are susceptible to quantum assaults. For initiatives in-
cluding blockchains, artificial intelligence, large data, and privacy protection, quantum
cryptography offers a potent security tool [9]. A vast number of complicated operations can
be computed using quantum computing in an exponentially short amount of time for its
quick, effective, and scalable computing resources. To protect against arbitrary source de-
fects when using current technology, such as state preparation flaws, side channels caused
by mode dependencies, Trojan horse attacks, and pulse correlations, a major framework
known as a reference technique has been developed [30].

The potential uses of BC technology and its drawbacks in fields like human rights
have direct societal effects. SMEs, corporations, organisations, businesses, government
institutions, and the general public confront a variety of hurdles while adopting, promot-
ing, and using blockchain technology. The security of decentralised networks is a major
challenge because the nodes are not physically protected. Without centralised management
and collaboration between nodes, data security is compromised across the network. The
current decentralised system has multiple nodes, all of which function properly. However,
if one of the nodes fails to complete the user authentication process, a denial-of-service
(DoS) attack can occur. In this type of attack, spoofed traffic and data requests are sent
to the attacked resource to flood it with requests and prevent real users from accessing
it. The attacker exploits the vulnerability in the resource’s network by constantly sending
information packets that require authentication. If the system shares a spoofed address, it
can prevent resources from authenticating and thus shut down without further interaction.

This leads to an increase in traffic on the routing path, which is filled with spoofed
data requests. The authentication process has no benefit, and malware activity is recorded
during network transmission. A decentralised ledger system should restrict user access.
Each user should be verified before accessing the network. Integrated approaches should
be developed in conjunction with tactics and techniques used to close these gaps. Security
for the Internet of Things (IoT) is becoming increasingly concerned with machine learning
(ML) and blockchain technology. These technologies can be applied specifically to intrusion
detection systems (IDSs). Despite this, there are still some gaps in the existing research.

Previous research has shown that ML algorithms can effectively detect anomalous be-
haviour in IoT devices, making them suitable for IDS applications. However, one challenge
is that ML algorithms require large amounts of data to for effective training. This can be
a problem in the context of the IoT as devices may have limited processing and storage
capabilities. Additionally, ML algorithms may be vulnerable to attacks such as adversarial
attacks, which can be used to fool the algorithm into making incorrect predictions.

Blockchain technology has also been proposed as a way to enhance the security of IoT
devices. One approach is to use a blockchain to create a decentralised and tamper-proof
ledger of all device transactions, which can help prevent unauthorised access to IoT devices.
However, there are still some challenges that need to be addressed. For example, the
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overhead of using blockchain can be significant, which can be a problem in the context of
resource-constrained IoT devices.

The existing research on combining ML and blockchain technology for IoT IDS appli-
cations has some gaps as well. One challenge is to develop a system that can efficiently
and securely store the large amounts of data required for ML algorithms to work effec-
tively. Additionally, there is a need for further research on how to effectively integrate ML
algorithms with blockchain technology in the context of the IoT.

While there has been some promising research on using ML and blockchain technology
for IDS in the IoT, there are still some gaps that must be addressed. Future research should
focus on developing efficient and secure systems for storing data, as well as exploring ways
to integrate ML algorithms with blockchain technology in the context of the IoT.

To bridge the research gap, my aims are as follows:

• The proposed work will use an analysis based on both intelligent systems (CPSs) and
computational methods.

• In connection with the cloud, the developed framework will be more efficient due to
the advantage of the IoT.

• As part of this work, I propose a secure tree-based intrusion detection and prevention
system incorporating selected security features ranked by importance that effectively
predicts and detects cyberattacks.

• A machine learning-based, secure decentralised blockchain reputation system is
also proposed.

• With the help of various performance metrics, I compare the proposed model with
other existing approaches. Blockchain-based machine learning frameworks demon-
strate their effectiveness by analysing packet delivery ratios, end-to-end delay, through-
put, and scalability.

3. Research Methods

The objectives mentioned in the previous section can be achieved via the following
research methodology, which is shown in Figure 1 below.
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3.1. Proposed Hybrid Decision Tree-Based IDS Model

We propose a hybrid decision tree (HDT) method for predicting and categorise mali-
cious cyberattacks in networks. MLTs are proposed to evaluate the importance of security
attributes. A genetic algorithm is used to select relevant features within a network security
technique based on MLTs. Figure 2 illustrates the proposed framework, and each phase is
evaluated in detail in the following sections.
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3.1.1. Security Dataset

One of the most important factors in the predictive accuracy of the proposed predictive
models’ is the data quality. In this framework, data exploration examines the integrity of
the data and reveals more about their characteristics, followed by data analysis. The types
of features are explored, including numerical and categorical data. There are two datasets
available on Kaggle: KDD99 (NSL-KDD [27] and UNSW-NB 15 [28]. Activities are classified
as normal or malignant based on the class characteristics of the dataset.

3.1.2. Hybrid Intrusion Detection Tree (HIDT) Design

In general, DTs perform well when the training data are known, but they do not
perform well when unknown data are tested and thus cannot effectively circumvent the
overfitting problem. The proposed IDS method includes data exploration, pre-processing,
standardisation, ranking, and feature selection. A tree-based IDS method that selects
features by rank requires these phases. Finally, the data are trained and tested to determine
the method’s effectiveness at categorising cyber-attacks.

3.1.3. Computational Modelling

Two main attack types are considered for analysis: signature-based and anomaly-
based attacks. The defender available in IDS applies its best strategy to defend a system.
The defender’s strategy can be represented as a vector, Sd = (Sd1, Sd2), and the strategy is
provided in Table 1 and illustrated in Figure 3.

Table 1. Defender Strategy.

Symbol Meaning

Sd1 System monitoring based on signatures

Sd2 System monitoring based on anomaly
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The payoffs (mij) of the defender can be represented by a matrix M, which is shown
in Equation (3). The nomenclature for the terminology are stated in Table 2. Here, (E) is
the energy consumption of the IDS, (Gd) is the benefit that a defender receives after the
successful detection of an attack, and (V) is the asset value that is being attacked at a time (t).
In the case of a regular attack, the attacker attacks using traditional techniques, and the
IDS is detected based on the signature method and successfully traces the attack. Here, the
payoff of the IDS for a regular attack depends on the energy consumed (E) and the benefit
gained (Gd) and is shown in Equation (1). For an anomaly attack, the payoff is provided in
Equation (2). The complete payoff matrix for anomaly attacks is provided by Equation (4).

Pde f = Gd(t)− E(t) (1)

P′de f = µGd(t)− (1− µ)V(t)− E(t) (2)

M =

[
m11 m12
m21 m22

]
=

[
Gd(t)− E(t) −E(t)− v(t)
−E(t) Gd(t)− Eids(t)

]
(3)

M′ =
[
µGd(t)− (1− µ)V(t)− E(t) −E(t)−V(t)

−E(t)−V(t) αGd − (1− α)V(t)− E(t)

]
(4)

Table 2. Nomenclature.

Symbol Meaning

E IDS energy consumption

Gd Gain in terms of detection

V Asset value that is attacked

µ Misuse of IDS detection

α Anomaly detection rate

β False positive rate of defender

Let a and (1 − a) be the probability of the defender defending from a regular attack
and an anomaly attack, and let b and (1 − b) be the probability of the attacker performing
a regular attack and an anomaly attack. The defender payoff for these attacks can be
illustrated using Equation (5).

Ud = a b M′11(D) + a(1− b)M′21(D) + (1− a)b M′12(D)
+(1− a)(1− b)M′22(D)

(5)

Taking the partial derivatives of Equation (5), I can compute the values of a and b.

∂Ud
∂a = abµGd(t) + abαGd(t) + abµV(t) + abαV(t)− aαGd(t)− aαV(t)

−bαGd(t)− bαV(t)
(6)

a = µ/(µ+ α) and (1− a) =µ/(µ+ α) (7)

b = α/(µ+ α) and (1− b) =µ/(µ+ α) (8)

3.1.4. Hybrid Intrusion Detection Tree Generation (HIDT)

The proposed hybrid decision tree algorithm (HIDT) is used for cybersecurity intrusion
detection to predict and classify potentially dangerous network breaches. MLTs are a
mechanism for classifying the importance of security features. This MLT-based network
security method constructs trees using derived attribute ranks and uses evolutionary



Electronics 2023, 12, 3524 8 of 23

algorithms to select key features. The hybrid intrusion detection tree generation is shown
in Algorithm 1.

Algorithm 1: Hybrid Intrusion Detection Tree Generation

1. Begin
2. Input: Gd(t), V, E, µ, α

3. d = {a1, a2, a3, . . ., an} //a dataset with n values
4. f = {f1, f2, f3, . . .,fn} //a set of feature list
5. c = {c1, c2, c3, . . ., cn} //intrusion class information
6. Compute matrices M and M’
7. if there is pure strategy Nash-Equilibrium, then go to Step 1
8. else

create IDS_decision_tree (d, f, c)
9. find the mixed strategy Nash Equilibrium solution
10. endif
11. function IDS_decision_tree(d, f, c)

begin
f_score < -compute score on f
//select appropriate features
sel_feature < -ShortListFeature(f, f_score, n)
GenTree(d, sel_feature, c)

end
12. GenTree(d, sel_feature, c)

begin
root < -newNode(); //add root node

if (∀ d ∈ c) //same instance of c
return (root)//return the root as a leaf node

elseif (sel_feature = NULL)
return (root) //return the root as a major class of d

end
end

13. Find F the features with high precedence
14. for (val ∈ F)

create d_sub of d using val
if (d_sub <> φ)

child_node < -GenTree(d_sub, F, c) //find the new leaf node
attach child_node to N //attach to the parent node

end
15. end

3.1.5. Feature Ranking

Information gains and Gini indices are commonly used for trait classification. In
binary splits (decisions for nodes), the attributes with the lowest Gini indices (GIs) are set
as root nodes [18]. In this work, I add ranks to the features before developing the trees.
Gini indices are used to detect inaccuracies in the feature ranks. To compute Gini indices, a
value is subtracted from the squared probabilities of the classes.

3.2. Proposed System for IDS in the IoT Using ML and Blockchain

The proposed system for IDS in the IoT using ML and blockchain is designed to
enhance the security of IoT devices by detecting and preventing intrusions and preserving
the integrity of the data generated by these devices. The system comprises four main
components: IoT devices, an intruder detection system (IDS), blockchain (BC) nodes, and
the BC network. Machine learning algorithms fuel the IDS, which can detect anomalous
patterns in data supplied by IoT devices. IoT devices are responsible for collecting data
from the environment and sending it to the IDS. The IDS is the first line of defence against
intrusions, and its primary function is to identify any compromised devices and remove any
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corrupt data. The IDS is powered by machine learning algorithms that can detect unusual
patterns in the data generated by the IoT devices. This allows the IDS to differentiate
between normal and abnormal data and to identify devices that are compromised or
behaving suspiciously. When the IDS has filtered the regular data, they are forwarded to
the BC nodes. These nodes encrypt the data and send them to the BC network. The BC
network is a public blockchain that accepts signed data from BC nodes and creates a block
containing the data. A blockchain network consists of five element nodes, a ledger, a wallet,
a nonce, and a hash. The nodes store a full copy of transactions. In a ledger, information is
stored digitally; every node has a wallet, and cryptographic keys are used to maintain the
privacy of wallets. Once a number is placed in a hashed or encrypted block and only used
once, the hash ensures security and integrity.

The BC network assures that data are adulterate and irrevocable, and it provides
a decentralised architecture for IoT devices, improving data preservation security. The
BC networks are in charge of validating the data and ensuring that only legitimate data
are uploaded to the BC network. This is accomplished through the use of cryptography
algorithms and a hash. The BC servers are also in the position to safeguard the BC network
by verifying new blocks and keeping the network safe. The suggested solution for intrusion
prevention in the IoT when utilizing machine learning and a blockchain is intended to
improve the security of IoT devices by identifying and blocking intrusions and protecting
the integrity of the data generated by these devices. The BC network assures that data
are interfered with and unchanging, and it provides a mesh network for IoT devices,
improving data preservation security. The proposed hybrid IDS integrated into existing
smart networks and IoT devices is shown in Figure 4.
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3.2.1. Data Collection

IoT devices collect data from their environment and send them to the intruder detection
system (IDS). These devices generate a vast amount of data, including sensor readings,
network logs, and device behaviour information.

3.2.2. Intrusion Detection

The IDS acts as the first line of defence against intrusions. Powered by machine
learning algorithms, it analyses the collected data to detect unusual patterns and identify
compromised or suspicious devices. By differentiating between normal and abnormal data,
the IDS can effectively detect and prevent intrusions in real time.

3.2.3. Blockchain Integration

After the IDS filters the regular data, they are forwarded to the blockchain (BC) nodes.
These nodes encrypt the data to maintain confidentiality and send them to the public
blockchain network. The blockchain network accepts the encrypted data, verifies their
authenticity, and creates a block containing the data.

3.2.4. Data Integrity and Security

The blockchain network ensures the integrity and immutability of the data. Cryp-
tographic algorithms and hashing are employed to validate the data. The decentralised
nature of the blockchain network ensures that the data are tamper-proof and secure. BC
nodes and servers play a crucial role in safeguarding the blockchain network by verifying
new blocks and maintaining the overall security of the system.

In this context, the proposed system uses ML or BC technology to uncover exploited
IoT devices and improve data storage security in a decentralised fashion. The IoT devices,
which gather data and transfer them to the IDS for analysis, are the platform’s initial
component. The IDS is in charge of identifying infected devices and removing any damaged
data. When the IDS has filtered the regular data, they are forwarded to the BC nodes. These
nodes sign the data and transfer them to the BC network, which receives the data and
generates a block containing the data. The adoption of BC technology enables decentralised
data storage and increases data security by reducing the need for a central authority to
govern the data.

Compared to traditional security measures, the proposed framework offers several
advantages. ML algorithms can detect compromised devices with high degrees of accuracy
and efficiency, minimising false positives and negatives. In addition, BC technology
enhances data storage security in a decentralised manner, increasing its resilience to attacks,
and the use of feature selection techniques allows for the identification of the most important
features for detecting compromised devices, improving the efficiency of the IDS.

3.3. Proposed Machine Learning-Based Blockchain Decentralised Reputation System

Reputation transactions require a combination of the decentralised system and a BC.
As part of the data request, the network device asks for authentication from the resource.
Devices can access resources based on authentication and network confirmation. The
system achieves better exhibitions when in-range storage is used. A blockchain has been
connected to it instead of a traditional IP system. The secure distribution of content is
the goal of some communication systems that are exhibited in networks. As a result of
the diverse types of traffic and the secure information in the network, analysts focus on
probabilistic and content-based fame-based communication. In the next stage, different
organised routers are linked to switches that have specified frequencies.

A reputation transfer value certification authority has been adopted in blockchain
technology. Data requesters’ privacy requirements must be recognised by the blockchain
reputation module, and the reputation value must be accessed. The blockchain network
is enabled by the fact that each node maintains an up-to-date copy of the ledger. The
scalability of the BC network can be affected by the increasing storage requirements of
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the blockchain nodes [31]. Using decentralised IoT devices for high-speed data storage
and processing could solve security issues. When used as blockchain nodes, such high-
speed storage devices can realise their full potential thanks to a machine learning analytics
system. Due to the high cost of node configuration, this technology is economically
viable. Moreover, the collapse of decentralised storage systems can lead to the success of
machine learning services. Due to developments in IoT applications, burgeoning machine
learning models have shown limitless capabilities and potential in numerous industries.
The decentralised reputation system is an online transaction method through which one
can initiate blockchain transactions [32].

The decentralised blockchain ledger system deals with reputation transactions to
determine the reputation value of the user. The reputation value defines the credibility
and reputation of the user. The attacker initiates the transaction request and follows a
reputation transfer system to activate the reputation value. A block is then published based
on the reputation value. In the decentralised reputation online transaction system, the
shared reputation from old transactions is accepted, and new transactions with additional
reputation values are enabled. The transaction process is significantly estimated using
merged old reputation values. Figure 5 shows the blockchain system based on machine
learning with a decentralised reputation.
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The proposed system represents a successful packet delivery ratio, improved through-
put, and scalability during routing. Since blockchain data are immutable, it prevents data
leakage, protecting deep learning models and data from potential attacks. As a result,
this model produces more accurate and reliable forecasts. Blockchain technology and
machine learning can now be used together to automate reputation transfer systems that
require careful handling and high data security. Blockchain technology provides a secure,
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permanent, and distributed way to collect, analyse, and utilise the essential data collected
and analysed via machine learning applications. In addition to facilitating existing security
and privacy systems, it can also improve them. As a result of machine learning-specific
reputation transfer systems, services, application domains, deployment goals, and data
transmissions have been improved.

3.4. Performance Evaluation

Cross-validation (CV) procedures were used to evaluate the predictive models. Both
K-fold cross-validation and leave-one-out cross-validation were utilised. In the K-fold
method, 80% of the test set and 20% of the training set were used for cross-validation
without replacing the training data [33]. An evaluation of the performance measures
(sensitivity, specificity, accuracy, precision, and recognition) was performed [34]. Precision
is a good measure, but only if the proportion of false negatives to false positives is low. F1
scores are best when class distributions are not uniform. Precision indicates confidence in
true positives, while recall indicates confidence in not missing a positive result.

Choosing precision ensures that you have a higher confidence level in the results, and
choosing specificity avoids false alarms and false positives. A classifier correctly classifies
attacks when its ability to determine the class in which an attack is detected determines the
true positive (TP) and false positive (FP) results. The classifier correctly rejected attacks
when a true negative (TN) was determined. When a false negative (FN) was detected, the
classifier incorrectly classified attacks as normal traffic.

The performance of a blockchain-based machine learning system is evaluated based on
packet delivery ratio, end-to-end delay, throughput, and scalability. The end-to-end delay
measures the delay that packets experience while travelling across a network. Accuracy rate,
precision, recall, and the F1 score were computed to validate the accuracy and reliability
of the proposed system. If there was a suspicion of class imbalance, all metrics were also
weighted and averaged.

Sensitivity = ∑ n
i=1(Tpi ) /∑ n

i=1(Tpi + Fni ) (9)

Speci f icity = ∑ n
i=1(Tni ) /∑ n

i=1(Tni + Fpi ) (10)

Accuracy = ∑ n
k=0(Tp i + Tni )/(Tpi + Tni + Fpi + Fni)/n (11)

Precision = ∑ n
i=1(Tpi ) /∑ n

i=1(Tpi + Fpi ) (12)

Recall = ∑ n
i=1(Tpi ) /∑ n

i=1(Tpi + Fni ) (13)

F_Score = 2(∑n
i=1(Tpi)/∑n

i=1(Tpi + Fpi ) ∗ ∑n
i=1(Tpi)/∑n

i=1(Tpi + Fni))/∑n
i=1(Tpi)/∑n

i=1(Tpi + Fpi)
+∑n

i=1(Tpi)/∑n
i=1(Tpi + Fni)

(14)

end to end delay =
∑ n

i=1(Rpt− Spt) ∗ 1000 ms
Tpds

(15)

Routing overhead = ∑ n
i=1(Tcpt

)
/Td (16)

Throughput = ∑ n
i=1(Rp ∗ Ps

)
/St (17)

Packet timers are represented as (Rpt), sent packet timers are represented as (Spt), total
packets successfully delivered as (Tpds), total control packets are represented by (Tcpt),
total data packets are indicated by (Td), received packets are indicated by (Rp), packet size
is indicated by (Ps), and simulation time is indicated by (St).
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4. Experimental Analysis

This research was carried out using the Python programming language. Jupyter
notebooks were used to combine code, text, and visualisations. Several widely used Python
libraries (Scikit-learn, Pandas, Numpy, Sklearn, Matplotlib, Seaborn, TensorFlow, and Keras)
were used in the analysis process [35]. Pandas is a data manipulation library that allows the
researcher to read, manipulate, and analyse structured data in a tabular format. There is a
wide range of algorithms available in Sklearn for supervised and unsupervised learning.
Numpy is a numerical computing library that allows the researcher to perform complex
mathematical operations on large datasets efficiently. Matplotlib is a plotting library that
provides researchers with a range of options for visualising their data, while Seaborn is a
data visualisation library that specialises in creating visually appealing and informative
statistical graphics. To remove redundant columns, I used a correlation value of 0.9. A
K-fold cross-validation procedure was used in this study. As test data, an observation from
sample one was used, and training data were generated via leave-one-out cross-validation.

In order to detect intrusions in IoT networks, we developed machine learning models
using these libraries.By utilising Python and these libraries, I was able develop a flexible and
powerful analysis framework that can be easily extended and modified to suit my needs.

4.1. Implementation

To implement the proposed intrusion detection system, these steps were followed:

4.1.1. Collect and Preprocess the Dataset

This step involves collecting data from IoT devices and pre-processing them to remove
any noise or outliers. The pre-processed data are then split into training and testing sets.

4.1.2. Design the Neural Network Architecture

This step involves selecting the appropriate neural network architecture, such as a
feedforward neural network or a convolutional neural network. The number of layers and
nodes in each layer is also determined in this step.

4.1.3. Train the Neural Network

In this step, the neural network is trained using the training set. To minimise the
error between the predicted and actual output, the weights and biases of the network
are adjusted.

4.1.4. Evaluate the Neural Network

The trained neural network is evaluated on the testing set in this step. Its performance
can be measured using metrics such as accuracy, precision, recall, and F1-score.

4.2. Import Libraries

To implement machine learning- and blockchain-based intrusion detection in IoT
using the NSL-KDD dataset, I imported several libraries into Python. As part of the
implementation process, these libraries provided the necessary tools and functionalities.For
machine learning, I imported libraries such as Pandas, Scikit-learn, Numpy, and Matplotlib.
Pandas was used for data manipulation and preparation, Scikit-learn was used for machine
learning algorithms and evaluation, Numpy was used for numerical computations, and
Matplotlib was used for visualisation. For blockchain-based intrusion detection, I imported
libraries such as web3, Ethereum, and Py-solc. The library web3 allowed me to interact
with the Ethereum blockchain, while Ethereum provided me with the necessary tools to
deploy smart contracts on the blockchain. Py-solc is a library that allowed me to compile
Solidity smart contracts. By combining the machine learning and blockchain libraries, I
built a system that utilises machine learning algorithms to detect intrusions in IoT devices
and then records these events on a blockchain for secure and tamper-proof storage. This
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system can provide enhanced security and privacy for IoT devices as blockchain-based
storage ensures that intrusion detection data cannot be altered or deleted.

4.3. Exploring the Dataset

A widely used datasets in network intrusion detection systems are NSL-KDD [27] and
UNW-NB 15 [28]. There are several types of attacks in these datasets, including denial of
service (DoS), probe, remote to local (R2L), and user to root (U2R). The neural network
implementation for IoT intrusion detection requires preprocessing the data first, which
includes converting categorical data into a numerical form, normalising the numerical data,
and splitting the data into training and testing sets. For intrusion detection, neural networks
were built and trained using Keras and TensorFlow. The compilation and training of the
neural network could then be performed using TensorFlow, with the datasets NSL-KDD
and UNSW-NB15 (Table 3).

Table 3. Dataset: intrusion detection system in IoT.

Dataset Total Normal DoS Probe R2L U2R

KDD Train+ 125,973 67,343 45,827 11,456 995 49
KDD Test+ 25,192 13,449 9234 2289 209 11

KDD Test-21 22,542 12,709 7749 1867 175 42

UNSW-NB15 Train+ 175,341 56,000 12,264 11,450 985 48

UNSW-NB15 Test+ 82,332 37,000 4089 2012 201 14

To explore the datasets, several Python libraries were used, such as Pandas, NumPy,
and Matplotlib. Pandas can be used to load the dataset into a data frame, which allows
for the easy manipulation and analysis of the data. NumPy can be used for numerical
computations, and Matplotlib can be used for data visualisation.

The first step in exploring the dataset was to load it into a data frame using Pandas.
Then, Pandas functions such as describe () and info () were used to obtain summary
statistics and information about the dataset. This includes the number of samples, number
of features, and data types of each feature.

Next, I used Matplotlib to visualise the distribution of each feature in the dataset. This
can help identify potential issues such as missing values, outliers, or imbalanced classes.
For example, if a feature has a highly skewed distribution, this could indicate that the
feature may not be useful for prediction.

After identifying potential issues, various preprocessing techniques can be used, such
as data normalisation, feature scaling, and handling missing values to clean and prepare
the data for machine learning or blockchain-based models.

4.4. EDA and Data Preprocessing

It is necessary to transform each data characteristic before inputting it into the algo-
rithm. Data preprocessing is a crucial stage in this process. Outlier removal is a technique
used to reduce the size of the dataset. It involves replacing outlier values or reducing their
impact by modifying outlier weights.

4.5. Potential Challenges in Real-World Deployment

Data play a major role in machine learning. When data are noisy and erratic, they
can be extremely challenging to analyse. Underfitting occurs when training data cannot
establish a relationship between inputs and outputs accurately. Whenever a machine
learning model performs poorly after being trained on a large amount of data, it is said to be
overfit. As a result, the algorithm’s performance will be negatively affected due to noisy and
biased data. Machine learning is a relatively new field that is rapidly evolving. Learning is
complicated: there are many opportunities for error since the process is constantly changing.
Training the data is the most crucial step in the machine learning process. In the absence
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of sufficient training data, predictions will be excessively biased or inaccurate. One of
the problems frequently experienced by machine learning experts is slow implementation.
Although it takes a long time, machine learning models are very effective at producing
correct results. As the amount of data increases, the algorithm may become flawed.

5. Results
5.1. Model Evaluation
5.1.1. Performance Metrics (Secure Tree-Based IDS INTRUSION Detection System (HIDT))

The proposed HIDT performance was evaluated using Equations (9)–(14), shown
in Table 4. In comparison to other MLTs, HIDT is highly accurate in detecting DDoS
attacks. HIDT shows a higher detection rate for the KDD99 (NSL-KDD) and UNSW-NB-
15 datasets (Table 5). A comparison of the predicted values for sensitivity, specificity,
accuracy, precision, detection, and F1 measure metrics is presented in Figure 6. The
proposed IDS, based on a hybrid detection tree, performs better than other algorithms in
terms of sensitivity, specificity, accuracy, precision, detection, and F1. Classifiers classify
attacks correctly when true positives and false positives are determined via their ability to
determine the class in which an attack is detected. The classifier correctly dismissed attacks
when a true negative was determined. When a false negative was determined, the classifier
incorrectly classified attacks as normal traffic.

Table 4. Performance parameters for different MLTs and the proposed algorithm (HIDT).

Algorithms Sensitivity Specificity Accuracy Recall F1 Precession

SVM 96.2 99.65 99.47 98.19 96.27 97.09
RF 99.3 99.89 99.83 99.87 99.76 99.88

KNN 98.7 99.8 99.65 99.82 98.69 98.75
LR 96.7 99.67 99.46 97.28 96.72 96.97

MLP 99.08 99.13 99.12 99.31 99.46 99.39
HIDT 99.92 99.96 99.95 99.94 99.89 99.92

Table 5. Attack detection accuracy using the KDD99 (NSL-KDD) and UNSW-NB-15 datasets for
different MLTs.

Algorithms Sensitivity Specificity Accuracy Recall F1 Precession

SVM 96.2 99.65 99.47 98.19 96.27 97.09
RF 99.3 99.89 99.83 99.87 99.76 99.88

KNN 98.7 99.8 99.65 99.82 98.69 98.75
LR 96.7 99.67 99.46 97.28 96.72 96.97

MLP 99.08 99.13 99.12 99.31 99.46 99.39
HIDT 99.92 99.96 99.95 99.94 99.89 99.92

In all datasets, the tree-based intrusion detection system (HIDT) was capable of
predicting attacks in the shortest amount of time and had the highest attack detection
accuracy (99.95% for the KD99 dataset and 99.72% for the UNBS-NB 15 dataset). The
binary classification test results were compared to those of earlier studies to ensure the
validity of the results [15–19] (Table 6). Several studies have been conducted to evaluate the
effectiveness of various machine learning techniques for intrusion detection in IoT systems.
In this paper, I compare and analyse the reported accuracies of different machine learning
algorithms in the literature for intrusion detection in IoT systems.



Electronics 2023, 12, 3524 16 of 23

Electronics 2023, 12, x FOR PEER REVIEW 16 of 24 
 

 

The proposed HIDT performance was evaluated using Equations (9)–(14), shown in 
Table 4. In comparison to other MLTs, HIDT is highly accurate in detecting DDoS attacks. 
HIDT shows a higher detection rate for the KDD99 (NSL-KDD) and UNSW-NB-15 da-
tasets (Table 5). A comparison of the predicted values for sensitivity, specificity, accuracy, 
precision, detection, and F1 measure metrics is presented in Figure 6. The proposed IDS, 
based on a hybrid detection tree, performs better than other algorithms in terms of sensi-
tivity, specificity, accuracy, precision, detection, and F1. Classifiers classify attacks cor-
rectly when true positives and false positives are determined via their ability to determine 
the class in which an attack is detected. The classifier correctly dismissed attacks when a 
true negative was determined. When a false negative was determined, the classifier incor-
rectly classified attacks as normal traffic. 

Table 4. Performance parameters for different MLTs and the proposed algorithm (HIDT). 

Algorithms Sensitivity Specificity Accuracy Recall F1 Precession 
SVM 96.2 99.65 99.47 98.19 96.27 97.09 
RF 99.3 99.89 99.83 99.87 99.76 99.88 

KNN 98.7 99.8 99.65 99.82 98.69 98.75 
LR 96.7 99.67 99.46 97.28 96.72 96.97 

MLP 99.08 99.13 99.12 99.31 99.46 99.39 
HIDT 99.92 99.96 99.95 99.94 99.89 99.92 

Table 5. Attack detection accuracy using the KDD99 (NSL-KDD) and UNSW-NB-15 datasets for 
different MLTs. 

Algorithms Sensitivity Specificity Accuracy Recall F1 Precession 
SVM 96.2 99.65 99.47 98.19 96.27 97.09 
RF 99.3 99.89 99.83 99.87 99.76 99.88 

KNN 98.7 99.8 99.65 99.82 98.69 98.75 
LR 96.7 99.67 99.46 97.28 96.72 96.97 

MLP 99.08 99.13 99.12 99.31 99.46 99.39 
HIDT 99.92 99.96 99.95 99.94 99.89 99.92 

 
Figure 6. Attack detection accuracy. 

In all datasets, the tree-based intrusion detection system (HIDT) was capable of pre-
dicting attacks in the shortest amount of time and had the highest attack detection accu-
racy (99.95% for the KD99 dataset and 99.72% for the UNBS-NB 15 dataset). The binary 
classification test results were compared to those of earlier studies to ensure the validity 
of the results [15–19] (Table 6). Several studies have been conducted to evaluate the effec-
tiveness of various machine learning techniques for intrusion detection in IoT systems. In 

Figure 6. Attack detection accuracy.

Table 6. Proposed IDS accuracy within the existing literature.

Reference Method Accuracy (%)
(KD99 Dataset)

[15] DDAML algorithm 91.2

[16] Optimised gradient boost decision tree 91.82

[17] Decision tree 93.3

[18] Gradient boost decision tree using enhanced
African buffalo optimisation method 99.81

[19] MQTT 99.94

Proposed HIDT 99.95

5.1.2. Confusion Matrix

The confusion matrix by itself is insufficient for creating a suitable visual representation
since classes are not equally represented in the data [20]. The confusion matrix obtained
for the HIDT algorithm is shown in Figure 7 when all 34 features and eight classes were
used. The correct classifications are along the first diagonal, while all other entries are
misclassifications. The overall accuracy is shown in the lower suitable cell. In contrast
to previous models, the HIDT’s confusion matrix (Figure 7) has low FP and FN rates
while having high TP and TN rates. In this instance, the model’s accuracy for the KDD
99(NSL-KDD) dataset is 99.95%, and for the UNBS-NB 15 dataset, it is 99.72%.
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5.1.3. Receiver Operating Characteristic Curve (ROC)

Any predictive model can be understood using the ROC curve. The false-positive rate
is plotted against the true-positive rate in Figure 8. ROC graphs and confusion matrices are
additional tools for assessing classifier performance. At various thresholds, the ROC graph
compares the true-positive rate (TPR) and false-positive rate (FPR). The point (0, 1) is the
best classifier because it correctly classifies good and bad examples. The test results were
compared to those of earlier studies to ensure the validity of the results [15].
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5.2. Secure Decentralised Blockchain Reputation System (SDBCRS)

A machine-learning-based secure decentralised blockchain reputation system was
designed using an Ns3 simulator. Simulations were based on the reputation values and
parameters displayed. Using transaction requests, a radius of 800 m was set for communi-
cation between the nodes. The simulation area was 2000 × 2000, and the total number of
nodes was 10–100. To generate authentic traffic, I simulated an IoT scenario with multiple
Internet of Things sensors; the simulation parameters are shown in Table 7. DoS attackers of
the content request flooding variety were created to spread malicious traffic. The simulation
was then run, after which I ran a blockchain-based machine learning system. TCP flows
were retrieved from the PCAP file using the Ns3 tool after network packets were captured
using Wireshark. The decentralised reputation system extracted legitimate user requests
from the flooding to create the source response. I labelled the flow using multi-valued
classification. The following performance metrics were used to evaluate the proposed
secure decentralised blockchain reputation system (SDBCRS):

1. End-to-end delay;
2. Routing overhead;
3. Packet delivery ratio;
4. Scalability;
5. Throughput.

Table 7. Simulation parameters.

Parameter Values

Tool Ns3 (ns Network simulator)
Simulation area 2000 × 2000

Nodes 10, 20, 30, 40, 50, 100
Simulation time 600 s

Standard protocol 802.11 g
Network Peer to peer
Tx range 800 m

Packet size 512 bit/s
Channel bandwidth 11 Mbps
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The following performance metrics were used to evaluate the reputation system of the
proposed HIDT via the SDBCRS system:

5.2.1. End-to-End Delay

Using Equation (15), end-to-end delay can be calculated by considering the time
between the source of a packet and its destination across a network. An end-to-end delay
for reputation transfer is shown in Figure 9 as a function of the number of nodes involved.
Both delays decrease as the number of nodes increases, which is one of the best features
of the algorithms. The attacker was ranked based on its value and removed from the
verification system.
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An end-to-end delay of attack and prevention are based on the number of nodes and
packets. With fewer packets, there is a lower end-to-end delay, but with more packets, the
delay increases [20]. The increase in packets in the network increases traffic, increasing
the time it takes for packets to reach their destinations, delaying the attack and prevention
from the start to the finish (ms). Compared to other schemes [20], the proposed method
showed lower average end-to-end delays. There was a lower end-to-end delay and optimal
throughput because many packets were delivered to the destination node in a shorter
period. The proposed method had an average end-to-end delay of 60 ms. Compared to the
attack delay, this is a shorter delay. As a result, the proposed method reduced the overall
average end-to-end delay.

5.2.2. Routing Overhead (ROH)

Using Equation (16), the router overhead can be calculated as the ratio between the
number of control packets sent and the number of data packets sent. Figure 10 shows the
packet delivery ratio versus the routing overhead. The results clearly describe the attacker
node response and the effectiveness of the proposed system.
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As shown in Figure 10, the routing overhead increased as the number of nodes in-
creased [9]. The path break rate and packet drop rate increased in a congested network.
By dropping packets in the desired route, routing overhead increased. By detecting mali-
cious nodes instantly from the network, the proposed method reduced routing overhead
compared to benchmark schemes. According to Figure 11, the average preventing routing
overhead was lower than the average attack routing overhead; this resulted in a reduction
in the overall routing overhead as a result of the proposed method.
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5.2.3. Scalability

Figure 11 illustrates the scalability of the proposed system. Preventing and attacking
multiple clients increases scalability simultaneously.

Congested networks are more prone to packet drop rates and path breaks. In the
desired route, malicious nodes dropped more packets, increasing the timeout. With the
proposed method, malicious nodes were detected instantly in the network as opposed to
the benchmark scheme, which reduces timeout. Figure 11 shows that most points in the
proposed method timeout of prevention scalability were higher than in attack scalability.

5.2.4. Throughput

Throughput is computed using the formula provided in Equation (17). Figure 12
shows the throughput of the proposed system. As the number of users increases, the
throughput also increases. The throughput indicates the efficiency of a system.
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The throughput also degraded due to the malicious nodes in the network, which
drastically suffered from the increase in malicious nodes [20]. In the proposed schemes, the
highest throughput was recorded at 50 nodes, and the throughput increased as the number
of nodes increased. The proposed system performed well in terms of throughput.
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5.3. Discussion

In the Internet of Things context, a blockchain-based machine learning framework is
used for secure data transmission. The performance of the system is evaluated in terms of
the successful packet transmission rate, increased throughput, and scalability. In addition,
a blockchain is inherently a fault-tolerant system that secures data, while machine learning
focuses on using those data to train models and make accurate predictions. The proposed
models thus generate more accurate and reliable predictions. Thanks to blockchains and
machine learning, reputation transfer systems that require careful handling and high levels
of data security can now be automated. Each device stores data requests in the reputation
transfer system along with confirmed user credentials and user IP information. After
successfully verifying the IoT device, the data request is approved, and the extracted data
are retrieved. User IP verification enables end-to-end data security at the transport layer
by providing authentication, authorisation, and anonymity. One of the main limitations of
this proposed work is the parameters that will affect performance while training the model.
As a result of time constraints, Edge devices cannot be distributed differently when the
number of users is added and execution time increases. However, I would like to take this
task of improving this limitation as a future problem.

The use of ML and BCs technology in IoT security can provide effective solutions
to identify and prevent intrusions. However, the security and privacy threats associated
with these technologies need to be carefully considered and addressed through a compre-
hensive and holistic approach that leverages the strengths of different countermeasures
and technologies. The adoption of hybrid approaches that combine ML algorithms with
blockchain-based data management and access control mechanisms can provide a robust
and effective solution to IoT security challenges.

The findings of this research highlight the potential of machine learning algorithms in
boosting the security of IoT systems. Nonetheless, choosing a suitable algorithm depends
on various factors such as the data type and volume, processing speed, and the resource
constraints of the IoT system. Hence, it is crucial to evaluate different machine learning
approaches carefully and select the one that fits the IoT system’s requirements optimally.

Another challenge for ML-based intrusion detection systems is the possibility of
data poisoning attacks in which attackers inject malicious data into the training dataset
to manipulate the ML model’s behaviour. Data poisoning attacks can compromise the
system’s integrity and reliability by inducing false positives or negatives. To address
these threats, various countermeasures can be implemented, such as data sanitisation
and validation, model robustness testing, and model interpretability and transparency.
Furthermore, integrating blockchain technology can improve the security and privacy of
ML-based intrusion detection systems by providing a decentralised and tamper-proof data
management framework.

Blockchain-based intrusion detection systems can also tackle other security and privacy
threats in IoT systems, such as device spoofing, data tampering, and unauthorised access.
By facilitating secure and transparent data sharing and access control across various IoT
devices and networks, blockchain technology can improve the intrusion detection system’s
resilience and transparency.

The findings of this study may be used to guide the creation of a secure data transmis-
sion framework for IoT that employs blockchain technology and machine learning. The
suggested system provides a high packet delivery ratio and increased throughput and is
scalable. As a result, these results have the potential to greatly improve the security and
privacy of IoT devices.

6. Conclusions and Future Scope

This research proposes a hybrid decision tree method for automatic anomaly detection
that integrates machine learning and artificial intelligence concepts. By using artificial
intelligence and machine learning, the proposed system provides secure and useful real-
time information for cyberattack detection. The proposed approach outperforms the
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existing algorithms in terms of sensitivity, specificity, accuracy, detection, precision, and F1
score. The results were obtained via hyper-parameter tweaking with a grid search and a five-
fold CV. The results show the high (99.95%) accuracy of the HIDT in detecting DDoS attacks.
Moreover, the multilayer perception performance is generally ideal and very similar to the
HIDT. Receiver operating characteristic curve plots and confusion matrices show the overall
performance of the classifiers. The system’s performance is measured in terms of successful
packet transmission rate, improved throughput, scalability, and overall efficiency. Machine
learning focuses on using data to train models and make precise predictions, whereas
the blockchain is a naturally fault-tolerant system that secures data. Thus, the suggested
models predict forecasts that are more precise and trustworthy. The blockchain certification
module must confirm the data requester’s privacy information, and the certificate is issued
by the decentralised blockchain reputation for the transaction. Blockchain-based machine
learning systems have meaningful conversations. within addition to end-to-end prevention
and attack delay, routing overhead, scalability, and throughput, the proposed system shows
its overall performance.

The research presented in this paper opens several avenues for future work in the field
of IDS in IoT using machine learning and blockchain technology. Firstly, further investiga-
tions can be conducted to enhance the development of machine learning algorithms for
intrusion detection and prevention in IoT systems. Although the HIDT algorithm achieved
a high level of accuracy, new techniques and approaches can be explored to improve the
performance and efficiency of intrusion detection systems. Secondly, it is crucial to evaluate
the performance of different machine learning algorithms and blockchain-based solutions
for IoT security in real-world scenarios. This requires testing the effectiveness of these
solutions under various conditions and scenarios, including different types of IoT devices,
network configurations, and data volumes. Moreover, integrating machine learning and
blockchain technology with other security mechanisms, such as quantum cryptography
and access control, can create a more comprehensive security solution for IoT systems. This
integration can be extended to address issues such as secure communication and device
management in the IoT ecosystem.

Future research will address various security issues associated with cloud security
and explore state-of-the-art advancements. Multi-classification also needs to be explored to
investigate the detection rate of various attacks rather than anomalies. Soon, it might be pos-
sible to further improve the results via hyperparameter tuning coupled with dimensionality
reduction and/or attention mechanism techniques.

Additionally, the ethical and legal implications of using machine learning and blockchain
technology for IoT security must be explored. This includes investigating issues such as
privacy, bias, and fairness in machine learning algorithms, as well as the regulatory and
legal frameworks for blockchain-based solutions. Finally, there is a need for research on
developing user-friendly and accessible tools and platforms for implementing machine
learning and blockchain-based solutions for IoT security. This involves developing easy-to-
use interfaces and tools that can enable non-experts to deploy and manage these solutions
effectively. In conclusion, the research in this paper suggests several possibilities for future
work in the field of security and privacy in IoT using machine learning and blockchain tech-
nology. Developing these solutions will provide a secure and trustworthy IoT ecosystem,
helping to address the security challenges faced by IoT systems.
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