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Abstract: The ageing population, climate change, and labour shortages in the agricultural sector are
driving the need to reevaluate current farming practices. To address these challenges, the deployment
of robot systems can help reduce environmental footprints and increase productivity. However,
convincing farmers to adopt new technologies poses difficulties, considering economic viability
and ease of use. In this paper, we introduce a management system based on the Robot Operating
System (ROS) that integrates heterogeneous vehicles (conventional tractors and mobile robots). The
goal of the proposed work is to ease the adoption of mobile robots in an agricultural context by
providing to the farmer the initial tools needed to include them alongside the conventional machinery.
We provide a comprehensive overview of the system’s architecture, the control laws implemented
for fleet navigation within the field, the development of a user-friendly Graphical User Interface,
and the charging infrastructure for the deployed vehicles. Additionally, field tests are conducted to
demonstrate the effectiveness of the proposed framework.

Keywords: precision agriculture; agricultural robots; leader–follower navigation; multi-vehicle
operations; robot operating system

1. Introduction

The mechanisation of agriculture at the beginning of the twentieth century was a real
game-changer when it came to sustaining food production and increasing the yield potential
of arable land. However, decades of monoculture and uniform practices contributed
greatly to an increased negative impact on the environment [1,2]. This led researchers
from different fields to focus their efforts on trying to find efficient solutions that make
agricultural practices more sustainable and environmentally friendly [3]. A recent study [4]
investigated the potential of replacing fossil-fuel-based tractors with a fleet of lighter,
electrically or hydrogen-based tractors to reduce the negative impact of conventional
fossil-fuel-based tractors. The study concluded that due to the current battery technology
(charging time, and energy density vs weight), only 10% of current fossil-fuel-based tractors
can be replaced with electric ones. However, the progress witnessed in the electric vehicle
industry will definitely bring a positive impact on its agricultural counterpart, making
a shift in farm machinery possible. Another study [5] outlined an alternative in the use
of a fleet of smaller robots that can work autonomously. To achieve the same efficiency
level as conventional tractors, there will be a need to include a swarm of robots [6] that,
in a cooperative manner and around the clock, can perform the same tasks at the same
efficiency level as conventional tractors.

Although the environmental impact is a key driver of the political efforts towards the
adoption of different agricultural practices, the economic pressure that farmers are facing
makes them prioritise financial viability over environmental concerns. Nevertheless, one
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of the main challenges farmers are facing today is a lack of labour [7]. The reason for this
is twofold. Firstly, agriculture is not an appealing career for the younger generation [8],
which makes the supply of a qualified workforce for taking over increasingly difficult [9].
Secondly, there is a significant dependency on imported labour, which has been greatly
impacted by the recent pandemic and the geo-political situation [10]. This summed up,
exposes the weaknesses of the established food supply system. On the other hand, the use
of robots in agriculture is contributing greatly to mitigating these problems by providing
alternatives to farmers to sustain their production levels [11]. Robots have been used for
decades in dairy production [12], the food processing chain [13], plant [14] and animal [15]
monitoring, and for field input applications [16] and livestock feeding [17].

Nevertheless, alongside the burgeoning array of solutions offered to farmers, an
accompanying escalation in complexity and challenges emerges concerning the unified
management of these systems. Concurrently, the task of maintaining efficient organization
of daily operations becomes increasingly intricate. Farm Management Systems (FMS),
as highlighted by [18], currently represent the principal organizational tool available to
farmers. FMS empower farmers to oversee day-to-day tasks, optimize labor distribution,
and uphold comprehensive records, facilitating the tracking of seasonal progress. However,
the domain of agricultural robotics introduces a distinctive challenge; individual manu-
facturers supply their proprietary control and supervision software for their respective
robotic systems. This scenario often results in farmers owning a multitude of robots, each
designated for specific tasks, thereby necessitating the navigation of a plethora of distinct
software interfaces. Nonetheless, a common thread among contemporary agricultural
robot manufacturers lies in their adoption of the Robot Operating System (ROS) [19]. This
underlying consistency provides a foundation for the development of cross-platform user
interfaces, accommodating robots from diverse origins. However, the available literature re-
mains nascent in addressing this particular concern. While certain web-based frameworks
for robot control harness ROS [20,21], these solutions predominantly adhere to task-specific
functionalities, often catering exclusively to those well-versed in the ROS environment.

The innovations of the work presented in this paper are twofold. Firstly, to the best of
our knowledge, we are the only ones to propose a web-based framework to control and
supervise ROS-based robots in an agricultural context. And secondly, we are the first to
include conventional agricultural machinery in a heterogeneous framework to make the
overall scheme more appealing, and closing the gap between research-based solutions and
real-world applications.

The rest of the paper is organised as follows: Section 2 introduces the different elements
of the system. The control laws that allow autonomous navigation inside the field are
presented in Section 3. In Section 4, the experimental results followed by a discussion are
presented. The current study is concluded in Section 5, where some guidelines are given
for future possibilities to enhance the overall management system.

2. Multi-Vehicle Management System

The need to simplify the supervision and control of a heterogeneous group of vehi-
cles/robots is the main idea behind the development of the multi-vehicle management
system (MMS) presented in this paper. The tool performs the background processes, such
as communication, management, and supervision, through a central server. It also provides
the farmer with the ability to allocate day-to-day tasks, as well as a real-time overview of
the vehicle’s state through a simple-to-use Graphical User Interface (GUI). Access to the
tool is available to the farmer using wireless connectivity [22] and a web browser. To this
end, the initial hypothesis is that the farmer has access to at least 4G [23] in order to use
the GUI.

We present in this paper the management system currently deployed and being tested
at the NIBIO-Apelsvoll (Kapp, Norway) research station. It is composed of a human-driven
electric tractor and an unmanned electric robot tractor for field operations, an autonomous
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mobile robot equipped with a robotic arm that acts as the charging infrastructure, and a
central server for communication and the user experience (Figure 1).

Figure 1. The overall architecture of the case study. The system covers the field operations, communi-
cation and user experience, and charging infrastructure for the electrical vehicles.

2.1. Central Server

The MMS revolves around a Central Server (CS) physically located at one of our
research facility buildings. The CS is tasked with logging, supervision, and re-routing of
information between different entities in the system. Nevertheless, one of the goals of
the MMS is to provide a flexible framework that can include non-ROS enabled vehicles
(e.g., tractors). To this end, we use Rosbridge [24] that provides this functionality and
allows communication between the CS and all the entities in the system, namely the robots,
tractors, and the GUI. The CS is running an HTTP Apache server [25] to host the web-based
GUI which contains the different elements that allow the supervision and task allocation of
the different vehicles, representing the farmer’s portal to the park of machinery/robots.

2.2. Vehicle Descriptions

The vehicles used in this case study consist of an electric tractor, a robot-tractor, and a
mobile charging station. The focus is on replacing heavy machinery with a fleet of lighter,
electric ones. The idea behind including a manned tractor with an unmanned robot-tractor
is to increase the working width by a single driver. For instance, if the tractor has a 12 m
spraying boom, adding a robot-tractor with the same spraying boom width doubles the
working width to 24 m, while still having only one driver. This can be achieved when the
vehicles are driving in a leader (conventional tractor)-follower (robot-tractor) mode [26].

The manned vehicle (Figure 2a) is a custom-made electric tractor [27] built on a Ford
7810 tractor chassis. We equipped the tractor with an embedded computer, localisation
sensors (Global Navigation Satellite System (GNSS) with Real-Time-Kinematics (RTK)
enabled), an Inertial Measurement Unit (IMU), and a wireless router. The pose estimation
runs on the embedded computer and is broadcast continuously via the wireless router. An
illustration of the software architecture of the tractor can be seen in Figure 2b.
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Figure 2. (a) The electrical tractor (manned vehicle). (b) The software architecture of the tractor,
including the Global Navigation Satellite System (GNSS)-Real Time Kinematics (RTK) receiver (Piksi
Multi-Evaluation kit, SwiftNav, CA, USA [28]), Inertial Measurement Unit (IMU) (VN-100, Vectornav,
TX, USA [29]), Jetson Xavier board (Nvidia, CA, USA [30]) running a Linux distribution (Ubuntu
20.04 LTS), and wireless router (Asus RT-AC68U, Taipei, Taiwan [31]). The embedded computer is
running the Robot Operating System (ROS) (Noetic) middleware to manage the data acquisition from
the different sensors, as well as the pose estimation of the tractor, which is broadcasted using User
Datagram Protocol (UDP) packages.

The unmanned vehicle (Figure 3a) is a differential-drive mobile robot equipped with a
three-point mount system, similar to the one used in conventional tractors, which opens
for multipurpose utilisation using appropriate conventional implements. The robot tractor
uses the data from its onboard sensors, as well as the received pose from the tractor, as
inputs to its motion controller. The results are then used to define the control signal sent to
the Electronic Speed Control (ESC) of the motors for the navigation part. The robot tractor
uses User Datagram Protocol (UDP) to communicate with both the tractor (receive its pose)
and the charging station (send and receive charging status). An illustration of the software
architecture of the robot tractor can be seen in Figure 3b.

Figure 3. (a) The electrical robot tractor (unmanned vehicle). (b) The software architecture of the
robot tractor. The robot tractor runs on Linux Ubuntu and ROS Noetic. It is equipped with an
RTK-GNSS receiver (Piksi Multi-Evaluation kit, SwiftNav, CA, USA [28]), RGB camera (Logitech
C925E, Lausanne, Switzerland [32]), and a Light Detection And Ranging (Lidar) sensor (SICK TiM571,
Breisgau, Germany, [33]). The robot tractor runs the same Linux distribution and ROS version as
the tractor. It is also equipped with a long-range wireless access point (PicoStation2, Ubiquiti, NY,
USA [34]).

When driving to the field, the robot tractor follows the tractor in “follow me” mode
(Figure 4). This means that the robot tractor drives behind the tractor on narrow roads until
both vehicles reach the field. Once inside the field, the robot tractor changes the following
mode to a parallel driving mode to double the working width of the human driver, as
previously stated.
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Figure 4. Leader–follower “follow-me” operation mode.

Managing the logistics of the vehicles when it comes to charging their batteries is a
necessity. It is impractical for the farmer to halt a task in order to drive back to the charging
station each time a robot tractor’s batteries are depleted. To this end, we developed [35]
an autonomous charging station (ACS) to address this issue. The ACS is mobile and can
move freely within the parking area of the vehicles, allowing it to charge multiple robots.
Whenever a robot tractor enters the charging zone, it communicates directly with the ACS.
Upon receiving a charging request, the ACS unplugs the power cable from the wall and
plugs it into the robot tractor. The robot tractor monitors its internal battery state and
requests the ACS to unplug the cable when it reaches the desired power level to resume
its duties in the field. Upon receiving the unplug request, the ACS performs the necessary
actions to unplug the cable from the robot tractor and plug it back into the wall. An
illustration of the software architecture of the autonomous charging station can be seen in
Figure 5.

Figure 5. (a) The autonomous charging station [35]. (b) The software architecture of the autonomous
charging station. The ACS is a combination of a UR5e robotic arm (Universal Robot, Odense,
Denmark [36]), an omnidirectional mobile platform (Programmable Mecanum Wheel Vectoring
Robot-IG52 DB, Superdroid Robots, Fuquay-Varina, NC, USA [37]), and an RGB camera (Logitech
C925E, Lausanne, Switzerland [32]). The embedded computer is a Jetson TX2 (Nvidia, CA, USA [30]),
running Ubuntu and the ROS.

2.3. Communication Infrastructure

The communication scheme can be divided into two levels: global and local. On
one hand, the global communication scheme covers information exchanged between the
different entities of the architecture (tractor, robot-tractor, charging station, and GUI) and the
CS. We refer to this in the remainder of the text as m2s (machine to server) communication.
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On the other hand, the local communication scheme, which we refer to in the text as m2m
(machine to machine) communication, is limited to inter-vehicle communication (limited to
the ground vehicles). Figure 6 illustrates the network architecture of the system.

Figure 6. Communication scheme.

All vehicles in the system transmit information about their status periodically to the
CS and receive task allocations in return. As a preliminary requirement, all vehicles in the
system are supposed to have Internet access. For this reason, the vehicles are equipped with
4G/5G modems to transmit and receive data to and from the CS. The GUI serves as the
farmer’s portal to the system, allowing status checks for the vehicles and system control.

When connected to a cellular network, the device receives a private IP address from
the Internet Service Provider (ISP), making it inaccessible from outside the network. Since
we have different entities connected to different networks, we needed to ensure that all
entities could communicate with each other. To achieve this, all devices use a Virtual Private
Network (VPN), virtually placing them on the same subnet network.

2.4. Graphical User Interface

The GUI was developed keeping in mind that it can be used independently of the
Operating System (OS). Since all today’s smart devices and personal computers have access
to a browser, a web-based solution is a suitable candidate that can fulfil this requirement.
This means that the farmer can use the GUI through a portable smart device (phone or
tablet), or from an office using a Personal Computer (PC) device. Additionally, the web-
based solution removes the hassle of making a dedicated application for each operating
system, makes maintenance easier, and enables more frequent updates.

The GUI is based on HTML5 [38], coupled with JavaScript [39] and ROSLIBjs [40]
for executable nodes. The first functionality of the GUI is to show in real time the GNSS
locations of the vehicles in the field. To achieve this, we used the Leaflet [41] plugin to
visualise a map and overlay the vehicles and icons of other areas of interest on the map
(Figure 7).

Figure 7 represents an aerial image of the fields located at the NIBIO-Apelsvoll re-
search station. The vehicle names are Arvaker for the tractor and Alsvinn for the robot
tractor. Clicking on any icon on the map opens a contextual menu showing different action
possibilities. For instance, the robot tractor has different options that differ from the other
vehicles (tractor or charging station) (Figure 8).
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Figure 7. The graphical user interface, showing the positions of the tractor (labelled as Arvaker) and
robot tractor (labelled as Alsvinn) inside the field.

Figure 8. Contextual menu of the robot tractor for simple task allocation.

Since the robot tractor can operate autonomously, more options have been added
to its contextual menu compared to the tractor or the charging station. For instance, the
option “Follow waypoints” allows the robot tractor to follow a preset list of waypoints
that the farmer has uploaded in advance. An illustrative example of the result of waypoint
following can be seen in Figure 9a. Additionally, the farmer can request the robot tractor to
drive back to the charging station, which also serves as a location where the vehicles can
be parked when charging or not in use. When “go to charging station” is selected, an exit
point from the field is considered to be the first waypoint for the robot tractor, followed by
a sequence of waypoints that lead to the charging station location (Figure 9b).

(a) (b)

Figure 9. Two examples of the GUI control of the mobile robot. (a) Follow waypoint example. (b) Go
to charging station example.
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The robot tractor receives requests from the GUI and processes them in a state-machine
fashion. Each request triggers a subset of actions that fulfil the desired action. Table 1
displays the different elements of the contextual menu for the robot tractor and the charging
station (the tractor’s contextual menu shows the battery status and video feedback from
the roof-mounted camera):

Table 1. Contextual menu elements.

Vehicle Contextual Menu Option

Robot Go to field
Follow leader

Follow waypoints
Go to charging station

Stop

Charging station Plug cable
Unplug cable

Stop

Descriptions of the contextual menu elements:

Go to field: Sends a list of waypoints that leads the robot-tractor to the field.
Follow leader: Switch the driving mode to a leader–follower approach. The pose of the
leader is taken as a reference point.
Follow waypoints: Read the waypoints file and execute them consecutively.
Go to charging station: Sends a list of waypoints that leads the robot-tractor to the charging
station.
Plug cable: This mode is mainly used for manually controlling the charging process, as by
default, the ACS and the robot tractor communicate, and the charging process is performed
in an autonomous fashion.
Unplug cable: Similar to “Plug cable”, this mode is used to manually ask the ACS to unplug
the cable from the robot tractor.
Stop: Halt any ongoing tasks.

3. Leader–Follower Navigation Scheme

The primary objective of the leader–follower navigation scheme is to facilitate the
autonomous driving of the robot tractor while using the manned tractor as a reference
point [42]. To achieve this, the established communication between the vehicles enables
continuous broadcasting of the reference point Tre f from the tractor to the robot tractor.

The inertial frame in which the tractor and the robot tractor are located is defined by
the global reference O : (Xi, Yi). The reference point on the tractor, denoted as T, is situated
within the tractor’s inertial frame (XT , YT). The heading angle of the tractor is represented
by θt, which signifies the deviation of the tractor’s attached frame from the inertial frame
(Figure 10a).

The tractor’s pose (T) is defined using Equation (1) as follows :

T =

Xt
Yt
θt

 (1)

As for the representation of the robot tractor’s kinematics, we denote R as the centre
of the robot tractor’s inertial frame (XR, YR). The heading angle of the robot tractor θr is
the deviation of the tractor’s attached frame to the inertial frame (Figure 10b).

The robot tractor’s pose (R) is defined using Equation (2) as follows :

R =

Xr
Yr
θr

 (2)
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Please note that Xt, Yt, Xr, and Yr correspond to the X and Y Universal Transverse
Mercator (UTM) coordinates.

(a) (b)
Figure 10. Pose representation of the tractor and the robot tractor. (a) Tractor pose representation
within a 2D planar surface. (b) Robot tractor pose representation within a 2D planar surface.

The Control Law

To establish the leader–follower navigation scheme, the robot tractor must be capable
of navigating to a reference point Tre f that is relative to the tractor’s pose P. Tre f depends
on the following mode fmode: back, left, or right, as depicted in Figure 11. Depending on the
following mode (indicating where the robot should position itself in relation to the tractor’s
pose), the angle βmode and distance λmode are defined as follows for the corresponding
modes: left (l), right (r), or back (b).

Figure 11. Illustration of the Tre f pose in reference to the tractor’s pose T.

Using Equation (1), we define the coordinates of Tre f as follows:

Tre f x = Xt + λmode.cos(θt − βmode)

Tre f y = Yt + λmode.sin(θt − βmode)
(3)

Equation (3) describes the relationship between the reference target’s positions and
the tractor’s pose:

- Trefx and Trefy: Represent the reference target’s positions in the x and y coordinates,
respectively. These are the desired positions that the robot has to reach.
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- Xt and Yt: Represent the current positions of the tractor in the inertial frame (XI , YI).
- θt: Represents the heading of the tractor.
- λmode: Represents the distance that the robot should keep from the tractor.
- βmode: Represents the angle that the robot should keep towards the tractor.

The developed control law generates the necessary linear u and angular r velocities
that control the motion of the robot tractor (Figure 12).

Figure 12. The robot tractor’s kinematics.

u and r, respectively, represent the linear and angular velocities of the robot tractor. d
represents the Euclidean distance between the robot tractor and the reference point Tre f ,
and α represents the heading of the robot tractor towards the reference point Tre f .

The control objective is to regulate the distance d and the steering angle α as follows:

lim
t→∞

d(t) = 0 lim
t→∞

α(t) = 0 (4)

In order to allow the robot tractor to navigate to the reference point Tre f , for the linear
velocity u, we used a simple Proportional controller, whereas for the angular velocity r, we
used a Proportional–Integral Derivative (PID) controller:

u = kpu · d

r = kpr · α + kir ·
∫ ti+1

ti

α · dt + kdr ·
α

dt
(5)

The choice for the control law, as represented in Equation (4), is justified by a trial-and-
error method to choose the best model-based independent method that fulfils the control
objective while making the physical robot tractor navigate in a stable manner.

4. Fleet Navigation Experimental Results

The developed management system was tested in real conditions, and the experiments
were carried out at the NIBIO Apelsvoll research station (60.8707° N, 10.6108° E). We can
divide the experimental results into two parts. The first part is related to the user interaction
with the system through the developed GUI, whereas the second part is dedicated to the
field navigation of the leader-follower scheme.

Fleet Navigation

The main focus on the experiments was to assess the connectivity issues that may
arise since the leader broadcasts its position continuously to the follower, and how well the
follower navigates taking the reference pose Tre f as a goal.



Electronics 2023, 12, 3552 11 of 16

The tractor and the robot-tractor are both connected to the same wireless network via
the router installed on the tractor. A connectivity loss results in the robot-tractor halting
the navigation and waiting until the connection is established. During the experiments,
we have not faced any connectivity loses or lags, which means that the hardware setup
satisfies the requirements of robustness when it comes to m2m communication inside the
field.

The parameters used during the fleet navigation experimental setup can be found in
Table 2.

Table 2. Experimental parameters.

Parameter Significance Values

fmode following mode right

βr
absolute angle between the
tractor and the robot tractor 2∗π rad

λr
distance between the tractor

and the robot tractor 7 m

kpu

positive proportional gain for
the linear controller 0.3

kpr

positive proportional gain for
the angular controller 0.6

kir

positive integral gain for the
angular controller 1.0

kdr

positive derivative gain for
the angular controller 2.2

The other goals of the experimental setup is to assess the feasibility of the proposed
architecture, evaluate the resilience of the developed control laws, and verify the conditions
of the control objective (Equation (4)). For this purpose, we conducted test-drive experi-
ments within one of our fields after the harvesting season, manually driving the tractor
along randomly selected paths. These paths encompassed both the traditional driving
method (transitioning from one row to another) and driving across the field in various
directions to assess the robot-tractor’s response to uphill and downhill conditions during
leader-follower navigation.

While driving in the field, along with visually evaluating the driving scheme, we
recorded the GNSS locations of both the robot tractor and the tractor. This was done
to evaluate the precision of the developed control scheme and the resilience of the fleet
management. Figure 13 displays the paths of the robot tractor and the tractor in UTM
coordinates, illustrating a sequence example of driving in a straight line and subsequently
executing a “U-turn” to reach the next row.

Figure 14 portrays the diverse sequences from the field navigation, utilising both the
manned electric tractor and the robot tractor.

The navigation paths depicted in Figure 13 demonstrate that the robot tractor effec-
tively followed the reference point Tre f with an acceptable degree of accuracy. It converged
to replicate the paths with minor deviations, primarily attributed to the uneven terrain of
the field. Despite employing data filtering, these deviations led to unintended oscillations
that affected the pose estimation of both vehicles.

However, when transitioning to a different row, as seen in the case of executing a
U-turn, the robot tractor deviated from the reference trajectory. It lagged behind until it
reached the second row, where it then started converging once again to the desired path,
following the tractor as intended.
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Figure 13. The recorded paths of the tractor and the robot tractor in UTM coordinates while perform-
ing field navigation. Units are in meters (m).

(a) (b)

(c) (d)

Figure 14. Cont.
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(e) (f)

Figure 14. Experimental results of fleet navigation using a manned electric tractor and an unmanned
robot tractor. (a) Field navigation sequence 1: driving in a straight line. (b) Field navigation sequence
2: approaching the headland. (c) Field navigation sequence 3: initiating a right turn. (d) Field
navigation sequence 4: driving in a straight line. (e) Field navigation sequence 5: performing another
right turn. (f) Field navigation sequence 6: driving in a straight line.

Further investigations were conducted to comprehend the underlying cause of the
observed lag of the robot tractor during U-turns. This analysis involved examining data
related to the distance (Figure 15a) and orientation (Figure 15b) between the robot tractor
and the reference point, as well as the velocities of both the tractor (Figure 15c) and the
robot tractor (Figure 15d).

(a) Distance between the tractor and the robot. (b) Orientation between the tractor and the robot

(c) Tractor speed. (d) Robot speed

Figure 15. The collected data from the field navigation: (a) distance and (b) orientation that separates
the tractor and the robot. (c) Tractor speed. (d) Robot speed.
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In Figure 15a,b, it can be seen that the average distance and orientation remain close
to the predefined goals of the leader–follower navigation scheme (0 degrees for orientation
and 7 m for distance). However, starting from Time = 158 s, we can see a divergence
from the reference goals in terms of distance and orientation. This can be attributed to
the fact that the tractor driver initially maintained a consistent speed while driving in a
straight line, but during the execution of U-turns, the driver increased the tractor’s speed.
This speed increase was primarily a safety precaution, given that the robot tractor lacked
obstacle-detection capabilities at the time of the experiments. Consequently, the robot
tractor was unable to closely follow the tractor, leading to an increased distance.

The distance between the vehicles continued to increase until they returned to the
second row (Time = 190 s). At this point, the tractor driver slowed down to resume the
normal speed of around 6 km/h, as evidenced in Figure 15c.

The root cause was the manual operation of the tractor. While driving straight,
the tractor was maintained at a constant speed. However, during U-turns, the driver
accelerated. Due to safety limitations, the robot tractor has an upper-speed limit. As a
result, it lagged behind when the tractor sped up and only managed to catch up when
the driver slowed down in the second row. To mitigate this issue in future scenarios, one
potential approach is to utilise cruise control on the tractor to maintain a consistent speed.
This would prevent the robot tractor from reaching its upper speed limit and subsequently
lagging behind the tractor. Another drawback of the proposed system pertains to its
adaptability when integrating multiple followers. The existing state of the proposed
approach enforces a predetermined position for followers to follow the leader, which
cannot be altered while navigating. Consequently, if a follower encounters a failure or
requires a battery recharge, the designated area it was intended to cover remains vacant.
To address this issue, a potential solution involves introducing reconfigurability to enable
the fleet to adjust its configuration dynamically, thereby compensating for any missing
components during the navigation procedure.

5. Conclusions

The agricultural industry is facing increasing pressure to adopt more sustainable
practices without compromising food production levels, essential for both farmers’ incomes
and national food security objectives. This study explores a potential avenue to reduce
emissions from agricultural machinery while upholding workloads and production levels
akin to conventional methods. The focus of this paper is on the design of a management
system for a diverse fleet of vehicles, utilising the Robot Operating System (ROS). A pivotal
aspect is the development of an intuitive Graphical User Interface (GUI), enabling real-time
monitoring of vehicle statuses and positions within the field. Moreover, the GUI facilitates
the assignment of straightforward tasks to autonomous robots. This paper also extensively
outlines a control strategy for fleet navigation based on the leader–follower model. Experi-
mental outcomes showcase the successful achievement of the control goals. Looking ahead,
the integration of additional robots into the system, reconfiguration management, and the
incorporation of user feedback, particularly from farmers, will allow for a comprehensive
evaluation of the usability and effectiveness of the proposed user interface.
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