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Abstract: An array of authentication methods has emerged, underscoring the importance of ad-
dressing spoofing challenges arising from forgery and alteration. Previous studies utilizing palm
biometrics have attempted to circumvent spoofing through geometric methods or the analysis of vein
images. However, these approaches are inadequate when faced with hand-printed photographs or in
the absence of near-infrared sensors. In this study, we propose using remote photoplethysmography
(rPPG) signals to tackle spoofing concerns in palm images captured in RGB environments. rPPG
signals were extracted using video durations of 3, 5, and 7 s, and 30 features within the heart rate band
were identified through frequency conversion. A support vector machine (SVM) model was trained
with the processed features, yielding accuracies of 97.16%, 98.4%, and 97.28% for video durations of
3, 5, and 7 s, respectively. These features underwent dimensionality reduction through a principal
component analysis (PCA), and the results were compared with the initial 30 features. Additionally,
we evaluated the confusion matrix with zero false-positives for each video duration, finding that the
overall accuracy experienced a decline of 1 to 3%. The 5 s video retained the highest accuracy with
the smallest decrement, registering a value of 97.2%.

Keywords: anti-spoofing; hand biometrics; remote photoplethysmogram; printed hand; support
vector machine

1. Introduction

Biometric authentication, a longstanding method for verifying user identity, employs
various anatomical features such as palms, irises, fingerprints, veins, and facial struc-
tures [1]. The human hand, in particular, possesses multiple attributes suitable for biometric
authentication. Among these, palm prints and geometrics serve as the primary visible char-
acteristics, while palm vein patterns function as an invisible feature. Similar to fingerprints,
palm prints are distinct for each individual and derived from unique skin patterns. As an
additional advantage, both low-resolution imaging and cost-effective capture devices can
be utilized for palm print analysis [2]. The geometric features of the hand encompass all
visible characteristics, including finger shape and joints as well as palm shape and size.
These attributes are typically combined with other biometric measures to enhance authenti-
cation accuracy [3]. Palm vein patterns, known for their high precision in authentication,
act as a distinct unit and are resistant to spoofing. These patterns are identified through the
analysis of specific regions in palm infrared images [4]. However, authentication methods
employing geometrics and palm prints may be vulnerable to compromise, while those
utilizing palm vein patterns necessitate supplementary infrared equipment. Despite the
absence of tampering and equipment concerns, conventional biometric authentication
methods involving palm features remain susceptible to spoofing attacks [5,6]. Thus, robust
anti-spoofing techniques are essential in combination with forgery and alteration resilience,
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as well as equipment accessibility. Recently, facial recognition, an alternative biometric
authentication approach, has employed remote photoplethysmography (rPPG) technology
to bolster anti-spoofing measures, demonstrating high accuracy [7]. rPPG extracts heart rate
information from skin color differences observed through camera imaging, eliminating the
need for additional wearable equipment by utilizing an RGB camera alone [8]. Moreover, as
rPPG relies on heartbeat signals, the risk of damage is minimal. This presents the possibility
of applying heart rate information derived from rPPG to palm print authentication methods.
Consequently, this study examines the use of palm rPPG signals in an RGB environment,
demonstrating that palm rPPG signals offer a spoof-resistant authentication solution and
proposing a novel approach for palm biometric authentication. Figure 1 illustrates the
method proposed in this study.

Electronics 2023, 12, x FOR PEER REVIEW 2 of 18 
 

 

attacks [5,6]. Thus, robust anti-spoofing techniques are essential in combination with for-
gery and alteration resilience, as well as equipment accessibility. Recently, facial recogni-
tion, an alternative biometric authentication approach, has employed remote photople-
thysmography (rPPG) technology to bolster anti-spoofing measures, demonstrating high 
accuracy [7]. rPPG extracts heart rate information from skin color differences observed 
through camera imaging, eliminating the need for additional wearable equipment by uti-
lizing an RGB camera alone [8]. Moreover, as rPPG relies on heartbeat signals, the risk of 
damage is minimal. This presents the possibility of applying heart rate information de-
rived from rPPG to palm print authentication methods. Consequently, this study exam-
ines the use of palm rPPG signals in an RGB environment, demonstrating that palm rPPG 
signals offer a spoof-resistant authentication solution and proposing a novel approach for 
palm biometric authentication. Figure 1 illustrates the method proposed in this study. 

 
Figure 1. Diagram of the method proposed in this study. Using the rPPG signal extracted from the 
hand, real and fake palms are classified through the use of a support vector machine (SVM). 

2. Related Works 
Previous research on spoofing detection for hand biometrics related to the proposed 

method can be categorized into two categories. As shown in Table 1, these include meth-
ods that use human physical characteristics and methods based on image quality. 

Table 1. Previous studies on anti-spoofing categorized by human physical characteristics and im-
age-quality-based features. 

Method Author Summary Limitation 

Using 
human physical 
characteristics 

Hong Chen et al. [5] 

Using gypsum and silhouette im-
ages to create a fake hand, revealing 
that the hand geometry system is in-
sensitive to changes in hand thick-

ness 

Low reliability of results due to the 
small amount of data used 

Haixia Wang et al. [9] 
Proposed three-layer anti-spoofing 
strategy for spoofing detection us-

ing PPG, SpO2, and pulse rate 

As it uses dual-wavelength signals, 
an infrared camera as well as an 

RGB camera are required  

Our proposed method 
After rPPG signal extraction, a PCA 
application and an SVM classifier 

are used 

Image acquisition time and noise to 
features caused by hand movement 

Figure 1. Diagram of the method proposed in this study. Using the rPPG signal extracted from the
hand, real and fake palms are classified through the use of a support vector machine (SVM).

2. Related Works

Previous research on spoofing detection for hand biometrics related to the proposed
method can be categorized into two categories. As shown in Table 1, these include methods
that use human physical characteristics and methods based on image quality.

Hong Chen et al., 2005 utilized plaster and paper cards to fabricate artificial hand
silhouettes, which were employed in experiments conducted with the HandKey II sys-
tem. Specifically, five artificial hands with geometric features were utilized for testing [5].
However, it is important to note that the reliability of their findings was limited due to
the utilization of a small dataset. In contrast, our research aims to enhance the reliability
of the model’s performance by employing a larger dataset consisting of 138 samples of
real palm data and 124 samples of artificial palm data. Furthermore, our study overcomes
potential limitations associated with the geometric approach, where performance may be
compromised when encountering swollen hands or obscured hand regions. By focusing
on bio-signals extracted from the hand rather than relying solely on hand geometry, our
approach enables the detection of spoofing attempts independent of hand shape.

Haixia Wang et al., 2023 proposed a novel dual-wavelength synchronization acquisi-
tion system tailored for palm biometrics. The study demonstrated the system’s capability
to accurately extract SpO2 and pulse rate from palm fingerprint and palm vein images.
Moreover, it was established that the integration of SpO2 and pulse rate significantly en-
hances the anti-counterfeiting effectiveness of palm biometrics. To investigate the system’s
performance, artificial palm prints and artificial palm veins were fabricated by utilizing
diverse materials. Objects were classified as genuine when the SpO2 readings fell within
the range of 70% to 100%, and similarly, objects were categorized as genuine when the
pulse rate ranged between 40 and 200. The PPG signal was processed using a residual
network, and a classification approach was employed, with the train and test data split in
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a ratio of 4:1 to enable cross-validation. Leveraging the dynamic function, a three-layer
anti-spoofing strategy was devised, ensuring the preservation of palm biometric recogni-
tion capabilities while achieving robust anti-spoofing functionality without necessitating
additional hardware [9]. In contrast with this study’s approach, where SpO2 and pulse
rate were employed, our research focuses solely on the rPPG signal for spoofing detection.
This simplification of the algorithm yielded comparable accuracy results. Furthermore,
palm vein image acquisition devices, which operate in the NIR spectrum, can be costly. In
contrast, our study presents the advantage of conveniently detecting spoofing without the
need for a separate NIR device, as it effectively utilizes an RGB camera.

Table 1. Previous studies on anti-spoofing categorized by human physical characteristics and image-
quality-based features.

Method Author Summary Limitation

Using
human physical
characteristics

Hong Chen et al. [5]

Using gypsum and silhouette images to
create a fake hand, revealing that the hand

geometry system is insensitive to changes in
hand thickness

Low reliability of results due to the small
amount of data used

Haixia Wang et al. [9]
Proposed three-layer anti-spoofing strategy
for spoofing detection using PPG, SpO2, and

pulse rate

As it uses dual-wavelength signals, an
infrared camera as well as an RGB camera

are required

Our proposed method After rPPG signal extraction, a PCA
application and an SVM classifier are used

Image acquisition time and noise to
features caused by hand movement

Using
image-quality-based

features

Vivek Kanhangad et al. [10] Using a SVM after extracting features using
local texture pattern analysis

In the case of LBP, it has not been used
recently because it is vulnerable to noise

or lighting changes.

Vivek Kanhangad et al. [11] Presents an approach to detecting display-
and print-based spoofing attacks

It is sensitive to the external environment
because surface reflectance is used to

extract features.

Asish Bera et al. [12]
Presenting the PAD (presentation attack

detection) method using visual
quality evaluation

Using artificially generated noise for
fake hands

Xiaoming Li et al. [13] Based on binarized statistical image function
(BSIF) and image quality assessment

Not available at high resolution as the
feature is used in which the fake hand data

have less detail than the real hand data

P. Pravallika et al. [14]
Using SVM classifiers based on quality

differences, such as pixel differences and
edge-based measurements, via IQM

Proceed with the assumption that the
quality of the fake image will be different

from the quality of the real image

Mina Farmanbar et al. [15]

Based on a fusion of different texture-based
and IQA-based methods to counter both

printed photo attacks and reproduced
video attacks

If there is physical damage to the palm
print, it is fatal to the performance

The method presented in this study exhibits robustness against various sources of
noise, including artifacts worn on the hand, due to its independence from the hand’s
geometric characteristics. Moreover, by solely utilizing the features extracted from the rPPG
signal within the palm’s region of interest (ROI), our technique offers simplicity compared
to complex bio-signal-based anti-spoofing methods while demonstrating comparable or
superior performance.

Vivek Kanhangad et al., 2013 introduced a methodology aimed at safeguarding a palm-
print-based biometric system against spoofing attacks by utilizing human hand photos. The
proposed approach employed a local texture pattern analysis to extract palm print features.
Specifically, a local binary pattern (LBP) was utilized to train a classifier responsible for
determining the authenticity of an input hand image, distinguishing between real and fake
palms. Support vector machines (SVMs) served as the classification model. The study
employed a dataset consisting of 611 samples from 100 subjects, achieving an impressive
accuracy rate of 97.35% [10]. While LBP has exhibited limitations in scenarios involving
uniform brightness or susceptibility to noise and lighting variations, its usage has declined
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in recent times. However, our proposed methodology overcomes these challenges by
leveraging bio-signals instead of relying solely on hand feature extraction, thereby offering
a viable solution to address these issues.

Vivek Kanhangad et al., 2015 introduced a novel approach for the detection of display-
and print-based spoofing attacks targeting palm print authentication systems. The study
specifically focused on two distinct categories of sensor-level attacks, namely print-based
and display-based attacks. The analysis of acquired hand images was conducted to esti-
mate surface reflectance, and the feature set was constructed using first- and higher-order
statistical features derived from the distribution of pixel intensities and sub-band wavelet
coefficients. A trained binary classifier leveraged the identification information to dis-
cern between genuine and fake hand images. The study utilized a dataset consisting of
1300 samples obtained from 230 subjects. The results demonstrated a spoof acceptance
rate of 79.8% when presented with a counterfeit digital or printed copy, and the proposed
approach consistently achieved an average 10-fold cross-validation classification accuracy
of above 99% [11]. It is noteworthy that while the extraction of surface reflectance served
as the basis for feature extraction in the referenced paper, our research diverges in the
utilization of rPPG bio-signals extracted from the hand. If a bio-signal is used, spoofing can
be detected by being less sensitive to external factors.

Asish Bera et al., 2021 introduced a presentation attack detection (PAD) method that
employs visual quality evaluation to mitigate illicit attempts on hand biometric systems. In
their study, the hand images of 255 subjects were genuine samples, and counterfeit images
were obtained by capturing images using a Canon EOS 700D camera for each authentic
sample. Additionally, artificial, fake images were created by introducing Gaussian blur
and noise to the original images. A threshold-based gradient size similarity quality metric
was proposed, taking into account the intensity variation between adjacent pixels, to
differentiate real hands from fake hands. Classification experiments were conducted,
utilizing k-nearest neighbors, random forests, support vector machine classifiers, and
deep convolutional neural networks. Notably, an average classification error of 1.5% was
achieved using the k-nearest neighbors and random forest classifiers [12]. Since this paper
uses artificially created noise from real hand data for fake hands, if spoofing is attempted
in a method other than noise, such as using a printed hand photo, fake data may not be
identified. In our case, this problem does not occur because the extracted bio-signal is used.

Xiaoming Li et al., 2015 proposed a novel approach leveraging binarized statistical
image features (BSIFs) and image quality evaluation. The evaluation of image quality
revealed that the re-captured images exhibited blurry and low-detail characteristics, thus
making palm print a suitable feature due to its ability to provide more textural information
compared to the original image features. Data collection was carried out using iPhone 5 and
iPhone 5s devices. The BSIFs calculated binary codes for each pixel using a filter, and the
filter’s base vector was learned from natural images through an independent component
analysis. An SVM was employed for the learning process [13]. It should be noted that, in
this case, the utilization of features indicating that fake hand data possess lower levels of
detail than real hand data makes it challenging to determine high-resolution fake hand
data. However, our study addresses this limitation by capturing both fake hand images
and real hand images using the same device. Consequently, it becomes feasible to detect
spoofing in images of comparable quality.

P. Pravallika et al., 2016 investigated the applicability of their approach to iris, face,
and palm print modalities. Their study focused on liveness detection and demonstrated
that biometric security can be enhanced through image quality evaluation and the fusion
of diverse biometric characteristics. To discriminate between real and fake samples, LDA,
QDA, and SVM classifiers were employed. Image quality evaluation was performed using
FR-IAQ (21IQMs) and NIR-IQA (41QMs). The highest accuracy was achieved using an
SVM with an FGR at 9.2%, an FFR at 10.1%, and an HTER at 9.65% [14]. Since the quality
of the fake image is assumed to be different from the quality of the real image, spoofing
detection may not work well if the quality is similar.
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Mina Farmanbar et al., 2017 introduced a novel approach that combines texture-based
methods with image quality evaluation metrics to mitigate spoofing attacks on face and
palm prints. The texture-based methods employed in the study included LBP and HOG
descriptors. For the generation of fake data, printed paper was utilized, and a dataset
was collected from 50 individuals. Seven image quality features were employed, namely
one-peak signal-to-noise ratio, structural similarity, mean squared error, normalized cross-
correlation, maximum difference, normalized absolute error, and mean difference [15]. It is
worth noting that this method operates under the assumption that spoofed images exhibit
distinct quality differences compared to genuine images, which can affect the performance
depending on the quantity and quality of the image data used for spoofing. In contrast, our
proposed approach leverages the rPPG signal extracted from the hand, which is a biological
signal that is inherently difficult to manipulate, thus offering a higher level of security.

In our study, we focused on performing spoofing detection solely based on the rPPG
signal, which results in reduced computational complexity compared to methods utiliz-
ing multiple image quality characteristics. By relying on the rPPG signal, our approach
demonstrates consistent performance irrespective of variations in skin condition or skin
type, making it suitable for daily usage scenarios.

3. Method

In this research, rPPG signals are derived from palm images collected in an RGB setting.
A total of 30 features associated with heart rate are extracted from the frequency domain
of the obtained signal. A principal component analysis (PCA) [16] is employed to reduce
feature dimensionality, followed by a binary classification of the reduced vector values to
calculate accuracy. This overall process is depicted in Figure 2. Detailed methodologies for
each step are elaborated on in the subsequent sections.

3.1. Dataset

For real palm data, palm videos were collected from a total of 35 participants, consist-
ing of 19 males and 16 females, all in their 20s and 30s. Each participant was instructed to
record a one-minute video of their right and left palms using various smartphone models,
utilizing the front camera. Restrictions were imposed to avoid direct sunlight or fluorescent
light irradiating the camera. Aside from this constraint, no limitations were placed on the
environment or palm movement during filming, offering a realistic palm recognition setting
without distinguishing between moving and static scenarios. For the counterfeit palm data,
authentic palm prints were captured and printed, and a one-minute video of the printed
palm was recorded under similar conditions to the authentic palm videos. The video was
compressed using the MPEG technique. Figure 3 illustrates the process of obtaining both
real and fake videos.

Figure 4 presents examples of both genuine and fake palms, obtained as illustrated in
Figure 3. Two videos were collected from each participant, one representing the left palm
and the other representing the right palm. The collected dataset excluded rPPG signals
when the palm was outside the frame or exposed to direct sunlight. Each 1 min video was
divided according to the rPPG extraction time. Consequently, the datasets with durations
of 3, 5, and 7 s comprised a total of 5289, 3122, and 2202 data points for real and fake
palms, respectively.
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3.2. rPPG Signal Acquire

In this study, we employed a technique to extract the rPPG signal from the palmar
ROI region. Blood absorbs light more efficiently than surrounding tissues, resulting in
fluctuating light absorption rates as blood flows through the vessels. Consequently, periodic
minor skin color changes occur. The rPPG signal is obtained due to these skin color
alterations. The rPPG acquisition process is conducted as follows: First, the hand is
detected in an unknown frame using the MediaPipe algorithm, and the palm’s region of
interest (ROI) is extracted through the palm’s landmark. Subsequently, skin pixel filtering
is performed using the skin color range within the YCbCr color space. Pixels within the
range from 133 to 177 for Cb and within the range from 77 to 127 for Cr were judged
to be skin. The rPPG signal is then acquired through a color-difference-based approach.
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As YCbCr is more robust to changes in skin color and environmental factors compared
to obtaining signals by projecting RGB image frames onto a color map (a conventional
color-difference-based method), this study involves converting RGB frames to YCbCr. The
YCbCr conversion of the RGB color space is calculated as in Equation (1). R′, G′, and B′

mean normalized R, G, and B values [17].

Y = 16 +
(
65.481·R′ + 128.553·G′ + 24.966·B′

)
Cb = 128 +

(
−37.797·R′ + 74.203·G′ + 112.0·B′

)
Cr = 128 + (112.0·R′+ 93.786·G′+ 18.214·B′)

(1)
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Skin pixels are calculated on the Cb-Cr plane. More specifically, P is defined as a
pixel in the plane of Cb-Cr. The values of Cb and Cr of P extend radially n times from the
central value of the cluster. At this time, n is a scale factor that determines the magnification
scale. P′, which is the result of expanding P to the center of the cluster, is calculated by
Equation (2) as follows:

Cb′ = Cbcenter + (Cb− Cbcenter)× n
Cr′ = Crcenter + (Cr− Crcenter)× n

(2)

As the scale factor increases, the Cb and Cr values of some pixels may exceed the valid
range of the color domain. Appropriate handling is required for a valid conversion between
the two-color spaces. For this purpose, excess pixels were clipped to the nearest boundary
value of the Cb-Cr plane, considering the radial direction. However, since the signal is still
noisy, except for brightness values, detrending and bandpass filtering remove motion noise,
such as breathing, to improve signal quality [18]. Based on this procedure, the rPPG signal
for each image is obtained at the respective image’s sampling rate. The rPPG extraction
process is depicted in Figure 5, while the palm ROI area setup using MediaPipe is detailed
in the next paragraph.
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Figure 5. PPG signal acquisition process. After hand detection using MediaPipe, skin pixel filtering is
performed based on the landmark of the palm obtained. Then, the rPPG signal is extracted, divided
based on 3, 5, and 7 s, and converted into frequency bands.

Skin segmentation was employed to eliminate background noise during the processing
of input hand images, enabling the extraction of the rPPG signal. However, due to the
inherent nature of hands, artifacts such as items worn on fingers can be extracted from
the area near the wrist and hand. Consequently, the palm was designated as the region
of interest (ROI). The palm ROI assignment was based on MediaPipe [19]. As illustrated
in Figure 6, the palm’s ROI was determined using hand landmark numbers 17, 5, and 1,
which were extracted from MediaPipe. The horizontal length of the palm’s ROI was set as
the distance between the x-coordinates of landmarks 17 and 5, while the vertical length
was defined as the distance between the y-coordinates of landmarks 1 and 17. Figure 7
exhibits the resultant ROI obtained after extracting landmarks using MediaPipe.
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Figure 7. Setting the ROI based on MediaPipe landmarks from acquired palm images.

The above procedure was applied to both authentic and counterfeit images as a means
to minimize finger artifacts and background noise. Subsequently, palmar rPPG signals
were extracted from the ROI images. Bandpass filtering was conducted to identify only the
wavelength range between 42 bpm and 180 bpm, which was established as the human heart
rate. While extracting the rPPG signal, there may be additional physiological implications,
such as motion and respiration. Therefore, noise was removed through bandpass filtering
and detrending, but this part is not completely excluded. Figure 8 shows the rPPG signals
of the extracted genuine and spoof images. The acquired image is 30 frames, and the length
of the x-axis is 90, 150, and 210 in the cases of 3, 5, and 7 s, respectively.
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3.3. Feature Extraction from Acquired Signals

The rPPG signal obtained from the palm is transformed into a periodogram power
spectral density estimate. By converting the bio-signal into a frequency signal, a standard
less dependent on the signal length can be established. The frequency of the heart rate
band corresponding to each second in both authentic and counterfeit images, along with
the associated power values, are presented in Figure 9.
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The power value was characterized by the frequency corresponding to the heartbeat.
A total of 30 features were established, and the method for obtaining them is depicted in
the subsequent equation. X(f) is a Fourier transform formula.

X( f ) =
∫ ∞
−∞ x(t) · e−j2π f tdt

Power o f In =|X( fn))|
I = [(Freq end − Freqstart)/30]

Featurevector = [Power o f I0, Power o f I1 · · · , Power o f I30]

(3)

The rationale for defining the feature vector in the frequency domain as having
30 dimensions is as follows: The average absolute error of the rPPG extraction method
developed in our lab is approximately 2.2 bpm (beats per minute). Therefore, based on
the ground truth, the error range is about 4.4 bpm. The decision to divide the available
rPPG frequency band into 30 dimensions was made considering the above error range.
When dividing the 42~180 bpm band into 30 equal intervals, one sample covers a range of
4.6 bpm. This range approximates the mentioned rPPG measurement’s average absolute
error of 2.2 bpm, considering both positive and negative directions, resulting in an error
range of 4.4 bpm.

Upon dividing the length corresponding to the heartbeat frequency by 30, a cycle value
was established. The power value corresponding to the starting point of frequency was
designated as the first value. While the cycle value was added, the corresponding power
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values were retained as feature values. The 30 features extracted through this process
underwent a dimensionality reduction to reset the principal components. During this step,
the number of principal components was set to the region where the explainable variance
ratio was 0.7 or less and the cumulative contribution ratio was 0.8 or more. The results of
this process can be observed in Figure 10.
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The explained variance ratio, proportion, and cumulative proportion for each second
were extracted. The bar sections of the graph represent the explained variance ratio, while
the step graph denotes the cumulative proportion value. After establishing the number of
principal components at 15 for durations of 3 s, 5 s, and 7 s, a dimensionality reduction was
executed and subsequently utilized as a training model dataset.

3.4. Model Training

A support vector machine is a classifier that identifies a decision boundary at the
greatest distance from two distinct classes. Upon the emergence of a novel unclassified
data point, the SVM undertakes classification by assessing its positioning relative to the
boundary [20]. In this study, we employed Python version 3.8.0 along with the scikit-
learn library. A training dataset and a testing dataset were constructed by combining the
features of previously acquired PCA-processed real and fake palm data and subsequently
shuffling the datasets. The training and testing datasets were divided at an 8:2 ratio, and
cross-validation was implemented to address the issue of insufficient test datasets.

4. Results

The rPPG signal, frequency-converted and extracted with video lengths of 3, 5, and
7 s, was classified using an SVM model. The results using features without PCA and the
precision, recall, and F1-score values extracted with PCA of 15 or fewer components are
summarized in Table 2. Without PCA, the accuracies were 97.16% for a 3 s video, 98.4% for
a 5 s video, and 97.28% for a 7 s video. The lowest accuracy was observed for the 3 s video,
while the highest was achieved with the 5 s video.

Table 2. Precision, recall, and F1-score results according to second and PCA.

PCA Second Precision Recall F1-Score

3
3 s 0.96 0.85 0.90
5 s 0.95 0.88 0.91
7 s 0.90 0.91 0.91

5
3 s 0.98 0.94 0.96
5 s 0.98 0.89 0.93
7 s 0.96 0.94 0.95

10
3 s 0.96 0.97 0.96
5 s 0.97 0.99 0.98
7 s 0.98 0.99 0.99

15
3 s 0.97 0.99 0.98
5 s 0.98 0.99 0.99
7 s 0.98 1.0 0.9918

None
3 s 0.97 0.98 0.97
5 s 0.99 1.0 0.99
7 s 0.98 0.97 0.98

SVM kernels employ the radial basis function (rbf) kernel. Concerning the parameter
configuration, when utilizing GridSearchCV, the regularization parameter (C) was set to
10.0, and the kernel coefficient (gamma) was established as 1000.0. Even in cases where
PCA was not applied, the values of C and gamma remained consistent at 10.0 and 1000.0,
respectively. A receiver operating characteristic (ROC) curve was employed to visualize
the obtained results [21]. The ROC curve illustrates the diagnostic ability for specific
decision criteria in binary classification situations, with larger area under curve (AUC)
values indicating enhanced classification accuracy. Figure 11 displays the curves for each
experimental result. However, to prevent spoofing, it is essential to avoid confusing fake
palm signals with real ones. A comparison between the confusion matrix results when the
false positive (FP) value is 0 and the confusion matrix results from the previous experiment
is illustrated in the subsequent figure. In Figure 12, the number 1 denotes a real palm signal,
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and 0 represents a fake palm signal. The 5 s video, which had the highest accuracy at 97.2%,
experienced a 1.2% reduction in accuracy. The 3 s video recorded 95.6% accuracy, and the
7 s video achieved 95.9% accuracy, indicating an accuracy drop of 1 to 3%.
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5. Discussion

Recently, anti-spoofing techniques utilizing rPPG signals have been extensively re-
searched. The rPPG signal can be measured from the skin surface of images, and in
vision-based biometric methods that involve skin areas like the face or hands, synchronized
rPPG features with heartbeats are not observed in cases of non-live biometric information.

In prior face anti-spoofing research, a method for face anti-spoofing based on a 9 s
video was proposed [22]. In previous studies, using rPPG signals extracted from the face
and employing deep learning models achieved 99% accuracy. This outperforms the method
proposed for the hand area in this study. However, for anti-spoofing research using rPPG, it
is important to shorten the measurement time for ease of use and to minimize motion noise
during measurements while ensuring accuracy in various environments. In this study,
a video length of 5 s was proposed as the length that could generate optimal accuracy.
Additionally, by confirming the feasibility of using a 3 s video, we significantly reduced the
measurement time compared to previous research. Furthermore, while previous research
found that face anti-spoofing may cause overfitting issues due to learned features from
limited datasets, we defined handcrafted features in the frequency domain of rPPG signals
and utilized an SVM model to make decisions in the multidimensional space for classifiers.
This ensured the interpretability and scalability of the results. The dataset used in this study
was obtained in an uncontrolled environment using various smartphone camera devices
without specifying a particular camera model. This effort represents an attempt to capture
videos in wild environments, and it is expected that there will be minimal performance
degradation when used in real-world scenarios.

However, this dataset does not consider various skin tones. Although there is an
argument that palm skin color shows little variation across races, the impact of our study
focusing on hands rather than faces could be less significant, yet empirical validation
through diverse racial datasets is necessary. Furthermore, the results were derived by only
using an SVM model in the result generation method. The possibility of higher accuracy
was hindered by not using additional classification models. In future research, we plan to
explore anti-spoofing approaches using rPPG in infrared images and hand recognition in
RGB environments using infrared images.

6. Conclusions

In this study, we propose a palm spoofing detection method utilizing the remote
photoplethysmography (rPPG) signal of the palm as a potential means of biometric au-
thentication. During palm rPPG extraction, valid authentication time is analyzed through
video length adjustment and frequency conversion. We define video lengths of 3 s, 5 s,
and 7 s, and at each length, the frequency data of real and fake palm rPPG signals are
classified using an SVM model. In the SVM model, the power value obtained by dividing
the heartbeat frequency into 30 equal intervals and the subsequent value are input as PCA
components and compared. This results in accuracies of 97.73% for 3 s, 97.76% for 5 s, and
99.09% for 7 s using PCA. Without using PCA, accuracies of 97.16% for 3 s, 98.4% for 5 s,
and 97.28% for 7 s are achieved. Our findings indicate that the 3 s video length may not
allow for the extraction of valid features, owing to its short duration. Consequently, we
suggest a 5 s video, which yields the highest accuracy of 98.4%, as the optimal length. In
spoofing detection, false positives (FPs) that identify fake video signals as genuine are criti-
cal. For a 5 s video with an FP value of 0, the accuracy is calculated at 97.2%. Accuracies for
other durations also exhibit decreases of about 2%. Additionally, we compared the results
with and without PCA. For the 3 s and 5 s results, it was observed that the performance
determined as the principal component value was reduced in proceeding with PCA. This
suggests that most of the features in the extracted heart rate band have significant meaning.
On the other hand, as the signal extraction video length increases, performance improves
when extracting results using PCA. This means that the longer the length of the image, the
more meaningless information is included in the 30 features. The findings demonstrate
that the palm rPPG signal serves as a spoofing-resistant authentication method in an RGB
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environment, offering a novel palm authentication technique. This study presents a method
for preventing hand image spoofing in an RGB setting.
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