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Abstract: The Cache plays an important role in computer architecture by reducing the access time of
the processor and improving its performance. The hardware design of the Cache is complex and it is
challenging to verify its functions, so the traditional Verilog-based verification method is no longer
applicable. This paper proposes a comprehensive and efficient verification testbench based on the
SystemVerilog language and universal verification methodology (UVM) for an instruction Cache
(I-Cache) controller. Corresponding testcases are designed for each feature of the I-Cache controller
and automatically executed using a python script on an electronic design automation (EDA) tool.
After simulating a large number of testcases, the statistics reveal that the module’s code coverage
is 99.13%. Additionally, both the function coverage and the assertion coverage of the module reach
100%. Our results demonstrate that these coverage metrics meet the requirements and ensure the
thoroughness of function verification. Furthermore, the established verification testbench exhibits
excellent scalability and reusability, making it easily applicable to higher-level verification scenarios.

Keywords: Cache; UVM; verification testbench; coverage

1. Introduction

As the complexity of chips increases, the task of verifying their functionality becomes
more challenging. Any abnormal function within a chip module can lead to system failure,
emphasizing the need for robust chip verification methods. Among the critical modules
in a processor chip, the Cache [1,2] plays a significant role by storing frequently accessed
instructions or data. It possesses features such as a relatively small capacity and high
speed. The Cache operates at a clock rate comparable to that of the processor, which is
typically faster than the main memory. As a result, the Cache substantially enhances the
processor’s performance. Given the intricate hardware design of the Cache, it becomes
crucial to employ an appropriate function verification method to ensure its correctness.

In the work by Biswal et al. [3], system-level verification was conducted for the system
on chip (SOC) where the Cache resides. However, more detailed and specific verification
for the Cache module itself was not performed, creating risks for the entire SOC system.
Simultaneously, the work also lacks an explanation of the reusability of the module-level
verification testbench. In SoC systems, verification is typically conducted at various levels,
progressing sequentially from low to high. The low-level verification testbench can be
reused in the high-level verification testbench, necessitating the completion of module-level
verification prior to system-level verification. The module-level verification testbench
should possess good reusability to enable coupling with the system and verification test-
bench. Zhou [4] proposed a UVM verification testbench that does not include a reference
model component. This testbench focused on module-level verification, specifically target-
ing the main function of each module, without utilizing assertions and other verification
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methods. The actual working scenario of a chip is complex, encompassing not only the
main functional aspects but also incorporating abnormal working scenarios. These sce-
narios may involve timing relationships, interrupt responses, and other factors that need
to be considered to achieve comprehensive functional verification. Kaur [5] designed a
four-way set-associative Cache controller and performed functional simulation using an
online simulator. While the simulation waveform for typical function points was provided,
coverage statistics were not performed. This means there is a lack of quantitative indicators
to measure verification completeness, which could potentially result in hidden design is-
sues. Similarly, in the work by Omran et al. [6], the authors simulated their designed Cache
using an emulator that accompanies the field programmable gate array (FPGA) device. This
type of emulator supports fewer features and allows for the use of the Verilog language
to build a simple verification testbench and develop directional excitation applied to the
Cache. This approach aims to achieve functional verification. Although this method can
verify the main functions of the Cache, it is challenging to cover all the working scenarios
for the Cache to perform directional testing due to its incentive properties. As a result, the
whole verification process fails to achieve good completeness. To summarize, in the current
stage of research there is a lack of a verification testbench for Cache design with a complete
verification scheme and high reusability. In order to achieve this goal, it is necessary to
select appropriate tools and verification methods.

UVM is a verification framework based on the SystemVerilog language, which itself
evolved from the Verilog hardware description language. SystemVerilog is fully com-
patible with Verilog and combines hardware design capabilities with software language
characteristics, making it widely used in chip verification processes. SystemVerilog adheres
closely to the principles of object-oriented programming (OOP) and incorporates most
of the features found in object-oriented languages. This object-oriented approach brings
several benefits when compared to traditional Verilog verification methods. The UVM
verification testbench built on top of SystemVerilog offers strong reusability, a clear and
organized structure, and high efficiency. In traditional Verilog verification, which is often
based on directed testing, the focus is on verifying hardware designs with relatively simple
structures and functions. However, UVM introduces a random verification strategy [7]
that allows for scenario-based testing, allowing for the verification of various working
scenarios of the chip. This approach significantly improves the completeness of the verifi-
cation process. UVM is also evolving towards coverage-driven verification (CDV), where
coverage metrics are used to evaluate the progress of verification. By setting coverage
goals, engineers can ensure that the verification process comprehensively exercises different
aspects of the design. One of the reasons UVM is an efficient verification methodology
lies in its incorporation of special mechanisms. The sequence mechanism facilitates the
generation of reusable stimuli, the phase mechanism provides a hierarchical structure for
the simulation process, and the objection mechanism allows for control over the simulation
termination. These features contribute to the efficiency of UVM in performing simulation
verification, spanning from the module level to the system level in digital circuits [8].

In this paper, we build a coverage-driven verification approach based on the UVM
testbench for the I-Cache controller. UVM, which inherits from the open verification
methodology (OVM), is a next-generation verification methodology known for its efficiency
and reusability. Specifically, random testcases are first developed to verify the general func-
tional features of the module. During this process, function coverage groups are defined
to ensure adequate coverage. For specific scenarios, directional testcases are developed to
verify the normal functioning of the module, potentially targeting exception scenarios as
well. Moreover, some temporal relationships are checked with SystemVerilog Assertions
(SVA) [9] and assertion coverage is measured. Overall, this paper aims to leverage the
advantages of the UVM verification testbench to enhance the completeness, reusability, and
extensibility of the Cache function verification process, addressing limitations encountered
by previous approaches.
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2. Function of Design and Verification Plan

The data in the Cache is a copy of some of the data in the main memory. So, when the
central processing unit (CPU) wants to use the data in the main memory, it can retrieve
the required data from the faster Cache, resulting in reduced access time. The relationship
between the CPU, Cache, and main memory is depicted in Figure 1. According to the
theory of the Harvard structure, the first-level Cache is divided into an instruction Cache
and a data Cache. These Caches are independent of each other and respectively store the
instructions and data required by the processor. On the other hand, the second-level Cache
does not make a distinction between instructions and data. In the context of the CPU
accessing the Cache, if the required data are present in the Cache, they are referred to as a
“hit”. Otherwise, they are referred to as a “miss”.
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The I-Cache operates as a direct-mapped Cache in all Cache configurations. This
means that each location in the system memory can reside in exactly one location in the
I-Cache. Because the I-Cache is direct-mapped [10], its replacement strategy [11–13] is
simple: each newly cached line replaces the previously cached line. The I-Cache is a non-
blocking Cache [14], which means that multiple unprocessed misses are allowed, in which
case a specific module is required to store the information of unprocessed misses.

2.1. Main Components of the I-Cache Controller

As is evident from the previous section, the controller interacts with data from multiple
components. The register configuration channel originates from the load-store unit, which
serves as the first component. Among the components, the CPU utilizes the instructions
stored in the load-store unit. Furthermore, in the multilevel structure of the Cache, when
the instruction Cache is unavailable, the controller initiates a request to the next level of
memory, known as the L2 Cache. The structural block diagram of the I-Cache to be verified
is shown in Figure 2. The CPU sends a fetch request to the I-Cache. If the tag comparison
in the TAG module is successful, instruction data are output from the DATA module. The
MAF module sends a request to the L2 Cache and receives the response. The registers
inside the I-Cache are accessed via a register bus. More detailed descriptions are as follows:

1. CSR: Control and status register. The registers inside the CSR module are configured
through the configuration bus to support related functions. The definition of the
registers are shown in Table 1.

2. MAF: miss addr file, which is also known as miss status handling register (MSHR).
When a missing item occurs, the module saves the missing information, sends a
request message to the L2 Cache, and waits for the L2 Cache to return the data. It
contains four item units, and each item unit can save a missing message. It defines a
pointer to control the switch of these four items. This module also populates the data
it holds internally into the TAG module and the DATA module.

3. TAG: The module consists of a tag storage unit and corresponding control logic. It
fills the upper part of the address from the MAF into the tag storage, and completes
the tag comparison when a fetch request arrives to determine whether the current
access is a hit.

4. DATA: The module consists of a data storage unit and corresponding control logic. Its
primary function is to store data from the MAF and determine whether the accessed
object is a Cache region or a static random-access memory (SRAM) [15,16] region
based on the currently set Cache size.
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Table 1. Definition of registers.

Register Function

REG_CFG Configure Cache size
REG_CC Enable freeze mode
REG_INV Enable global invalidation

REG_IBAR Base addr of block invalidation
REG_IWC Word count of block invalidation
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2.2. Main Functions of the I-Cache Controller

The key functions of the I-Cache controller are as follows:

• The Cache size can be configured, including 0 kb, 4 kb, 8 kb, 16 kb, and 32 kb. The
total storage space size is 32 kb. For example, when the Cache size is configured to
4 kb, the SRAM size is 28 kb.

• It supports freeze mode. The significance of the freeze mode is to protect the contents
of the Cache under certain circumstances. If the Cache space is larger than 0 kb, no
memory will be filled in the freeze mode even if a Cache loss occurs, which is normal
when the freeze mode is disabled.

• It supports instruction prefetch. When the CPU initiates a fetch operation to the I-
Cache (assuming the fetch address is addr), and the result of this operation is missing,
the I-Cache sends a request to the L2 Cache, and the L2 Cache returns the data
corresponding to the addr and the data of the addresses adjacent to the addr. The
command prefetch improves the Cache system efficiency.

• It supports global and block invalidation operations. We can configure specific regis-
ters via configuration bus to complete the corresponding operation. If the Cache size
is changed when the system is running, the global invalidation operation is triggered
to avoid unnecessary errors.

2.3. Proposed Verification Plan

UVM excels in verifying digital circuit designs, particularly for complex circuits.
Its advantages include improved reusability, organized structure, support for random
verification strategies, and coverage-driven verification, making it a popular choice in
the chip verification domain. The chip encompasses real-world working scenarios, and
it is essential that we ensure the chip’s ability to function properly in various working
scenarios. This includes both normal and abnormal scenarios, as well as boundary scenarios.
Therefore, when formulating verification schemes, it is crucial to consider the aspect of
completeness in verification. In this paper, diverse verification methods are employed to
guarantee comprehensive verification.

• Common work scenarios
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Random testcases are designed for simulation verification. In the simulation process,
the scoreboard will conduct a real-time data comparison (the two data sources are
respectively from the reference model and the monitor monitoring DUT data). If the
comparison fails, the corresponding error information will be printed in the simulation
log, and the wrong data packet and its corresponding id will be given in detail.

(1) CPU sequential fetch: The Cache size and freeze mode are randomly config-
ured. The fetch address increases in sequence. Since the controller supports
instruction prefetch functionality, the instructions corresponding to two adja-
cent addresses are retrieved sequentially.

(2) CPU branch fetch: The Cache size and freeze mode are randomly configured.
Fetch refers to the process of increasing the address sequence. When a branch
address suddenly appears, it can result in the occupation of more items.

• Special work scenarios

(1) CPU access times out: The item will be automatically released, which will
result in a miss on the next fetch. Under normal circumstances, the current
item is released when it is accessed successfully.

(2) L2 Cache returns data in an out-of-order manner: During a sequential branch
fetch, the instruction Cache sends two consecutive requests to the L2 Cache.
Depending on the situation in the L2 Cache, it may not return the requested
data in the expected order.

• SVA check

Special timing relationships are checked using SVA, and error messages are printed in
the simulation log file when violations occur.

3. UVM Verification Testbench

As shown in Figure 3, a basic UVM verification testbench is centered around the verifi-
cation environment [17,18], which typically contains components such as agent, reference
model, and scoreboard. In general, each agent represents a data protocol. The agent is
connected to the DUT through an interface, and the components also establish the necessary
connections to maintain data communication within the verification environment.
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3.1. Architecture of the Verification Testbench

The verification testbench proposed in this paper is an extension of the previously
shown verification testbench in Figure 3, and its architecture diagram is depicted in Figure 4.
As discussed in Section 2, the registers in the Cache need to be configured through the
register configuration bus to enable operations such as changing the Cache size and freeze
mode. This functionality is implemented by the bus agent in the verification environment.
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When the CPU reaches the fetch pipeline [19], it initiates a fetch operation to the I-Cache.
To simulate the CPU’s access to the I-Cache, the CPU agent is set up in the verification
environment. In the event of a Cache miss in the I-Cache, a request is sent to the L2
Cache, and the system waits for the L2 Cache to return the data. Hence, an L2 agent
is established to handle the I-Cache’s interactions with the L2 Cache. Additionally, a
coherency (coh) agent is included to manage invalidations between the I-Cache and the
L2 Cache. The register abstraction layer (RAL) [20] is an essential component of the
verification environment, providing convenient access to registers through various methods.
The verification environment includes an essential component known as the reference
model [21], implemented using a software language to achieve the same functions as the
hardware design. During the random test phase, the reference model plays a crucial role in
verifying the logic of the I-Cache by comparing the data from the I-Cache with the data
from the scoreboard [22]. The scoreboard, being the final component in the verification
environment, automatically performs data comparisons.
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TOP is the top layer of the verification testbench, where the DUT is instantiated and
the verification testbench is started by the UVM’s built-in function run_test(). ENV is the
main part of the verification testbench and includes various components. The components
use analysis export to communicate with each other and use “first in first out (fifo)” as an
intermediary to store data. The role of the virtual interface is to connect the component to
the DUT. The verification testbench creates an instance based on the name of the testcase
and runs it, executing phases in the testcase and then calling phases in all components until
the simulation is complete.

The workflow of the reference model is shown in Figure 5. In the initial state, the
model waits to receive transactions from other components. When a transaction is received,
it enters the corresponding task for calculation. Depending on the result of the calculation,
it either sends the resulting transaction to a different component or enters another task for
further processing.

In comparison to the description of the design in register transaction level (RTL)
code, the reference model implemented using a high-level language is more abstract and
concise, representing a macro-modeling process. For modeling in processor core chips, C++
is commonly used, while matlab finds more utility in the field of communication chips.
SystemVerilog supports data types such as arrays and queues, which facilitates details
like instruction data storage. In this design, SystemVerilog is employed to implement the
reference model, offering the advantage of handling data information at the transaction
level rather than the signal level. Transaction-level information is more abstract, resulting
in a more concise and efficient operation process. The reference model implemented in this
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design does not involve delay processing and is a model without time series. The entire
process can be summarized in the following steps: receiving the transaction, performing
the operation, and sending the result of the operation. The entire process is completed
instantaneously and does not require any time.
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3.2. Extensibility of the Verification Testbench

Since the verification testbench proposed in this paper is based on SystemVerilog and
UVM, the extensibility of the testbench benefits from the characteristics of both methods.
On one hand, SystemVerilog exhibits the traits of an object-oriented language, including
encapsulation, inheritance, and polymorphism. Taking inheritance as an example, Sys-
temVerilog allows a child class to inherit all the members and methods of a parent class. A
child class not only possess all the elements of a parent class but can also define their own
elements. When additional functionality is incorporated into the DUT, a child class can be
derived from a parent class, eliminating the need to redefine a new class. As depicted in
Figure 6, this process facilitates the extensibility of the verification testbench.
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On the other hand, the unique phase mechanism of UVM divides the simulation pro-
cess into distinct phases, each dedicated to a specific function. For instance, the build_phase
oversees the creation of components and variables, while the connect_phase addresses
component interconnections. The execution sequence of the UVM phase is illustrated in
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Figure 7, with each phase being executed from top to bottom. In practice, a typical verifi-
cation testbench does not utilize all of these phases; rather, it selectively employs specific
phases based on its requirements. If the need arises to report important information, a
report_phase can be incorporated. Consequently, the utilization of UVM’s phase mechanism
further enhances the extensibility of the verification testbench.
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3.3. Reusability of the Verification Testbench

The verification testbench is designed for an I-Cache controller, which is a module-
level design. A module is a part of a system, so the corresponding module-level verification
testbench is also a part of a system-level verification testbench. To facilitate, UVM provides
transaction-level modeling (TLM) for data interaction among different components. TLM
is suitable for the different levels of the verification testbench. The standardization and
uniformity of UVM allow for the easy merging and connection of different verification
testbenches, which is a significant contribution of UVM towards the reusability of the
verification testbench.

Additionally, in the proposed verification testbench, each agent is equipped with
a configuration file. This file contains settings for variables and control switches. In
certain cases, the usage of the reference model and scoreboard may not be necessary,
and they can be deactivated through the configuration file without removing these two
components from the verification testbench. This approach not only enhances the flexibility
of the verification testbench but also reduces the consumption of EDA tools due to the
extensive data processing performed within the reference model. This feature can also be
employed in a system-level verification testbench, further enhancing the reusability of the
verification testbench.

4. Results and Discussion

Before designing testcases based on the verification methods described in Section 4,
we first design incentive sequences that we can use in combination in different testcases
to apply different incentives to the DUT. The EDA simulation tool is then used to run all
testcases on the verification testbench. This process generates a series of waveform files and
simulation log files that can be used to check simulation results. The debugging mechanism
of UVM is valuable for checking simulation results. UVM offers various printing macros,
including uvm_info, uvm_error, et al., which allow for the setting of importance levels. These
macros are typically integrated into testcase code. In case of unexpected outcomes, the
macros are printed to the simulation log. By utilizing python scripts to process numerous
log files, it becomes possible to identify the testcases that did not pass. Table 2 describes
all testcases and provides the corresponding simulation states. All testcases passed simu-



Electronics 2023, 12, 3821 9 of 13

lation, confirming that the corresponding function points were accurately implemented
in the design.

Table 2. Testcase list and simulation states.

Testcase Name Description State

tc_reg_rst Verify that all registers return to their reset values after performing reset. Pass
tc_output_rst Verify that all outputs return to their reset values after performing reset. Pass
tc_reg_sanity Verify that all register read and write operations are normal. Pass

tc_fetch_sanity Verify that fetch instruction path is unblocked and operational. Pass
tc_freeze_mode Verify that the module functions correctly while in freeze mode. Pass

tc_global_invalid Verify that global invalidation operation is normal. Pass
tc_block_invalid Verify that block invalidation operation is normal. Pass

tc_seq_fetch Verify that sequential-fetch operation is normal. Pass
tc_branch_fetch Verify that branch-fetch operation is normal. Pass
tc_access_cache Verify whether ‘hit cache’ operation is normal when accessing Cache. Pass
tc_access_sram Verify whether ‘hit sram’ operation is normal when accessing sram. Pass

4.1. Waveform Analysis

This section analyzes the simulation waveforms of typical working scenarios. Each
waveform represents the actual operational state inside the chip, making it an essential
basis for assessing the functionality of the module.

The waveform diagram of sequential fetching is shown in Figure 8. A high level of
‘o_FetchEn’ indicates that fetch operations can be performed at the current time. Meanwhile,
‘i_fetch_valid’ indicates the validity of ‘i_fetch_addr’. ‘o_fetch_instr_valid’ signifies current
fetch status, and ‘o_fetch_data’ represents instruction data. When a fetch request is missed,
the signal ‘o_fillreq_valid’ becomes active, along with the accompanying request information
provided by ‘o_fillreq_addr’ and ‘o_fillreq_rid’. After a certain period of time, the L2 Cache
returns data and performs the fetch operation again, resulting in a hit. The situation is
similar for branch-fetching instructions, except that the offset address is determined during
the instruction-fetch stage.
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If freeze mode is disabled, the data returned from the L2 Cache will be stored in the
storage unit when a miss occurs. The ‘o_FillReq’ signal indicates whether the data should
be filled. When freeze mode is enabled, data padding is not performed. A miss occurred
when the fetch instruction was executed again, which also confirmed that the previous data
were not filled. The waveform of freeze mode is shown in Figure 9.

4.2. Coverage Analysis

By utilizing python scripts, we can automate the execution of testcases and specify
the number of runs for each case. It is possible to set up a significant number of runs for
random testcases. Out of a total of 4400 testcase simulations, all passed without errors.
Upon completion of all simulations, the Verdi tool can be employed to view coverage.
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Coverage assessment can be categorized into code coverage, functional coverage, and
assertion coverage to evaluate the verification progress from different perspectives.
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• Code coverage

Code coverage is automatically collected by the Verdi tool without the need to add
additional code to the verification testbench. The module’s total code coverage is 99.13%,
which includes line coverage, flip coverage, branch coverage, and conditional coverage.
These measurements assess the execution of the code from different perspectives, as shown
in Figure 10. It can be observed that the code achieves nearly complete coverage, with only
a small amount of redundant code.
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• Function coverage

To collect function coverage [23–25], we need to define function coverage groups and
sample coverage groups. As shown in Figure 11, 100% functional coverage indicates that
different configuration scenarios are covered during random verification.
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• Assertion coverage

For assertion coverage, the corresponding assertion needs to be defined. Figure 12
is part of an SVA to check the priority relationship of the request signal. As shown in
Figure 11, the assertion coverage collected by the verification testbench is 100%, which
ensures that no timing errors occur inside the module.

While the simulation results indicate that the code coverage is close to 100%, it does
not fully demonstrate the adequacy of the verification process. Code coverage only reflects
the current code execution and does not guarantee the proper functioning of the imple-
mented function points or their corresponding functions. For a comprehensive assessment,
function coverage is necessary. Additionally, certain special timing relationships, which can
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be considered as part of the module’s functionality, may not be easily measured by function
coverage alone; in such cases, assertion coverage plays a crucial role. These coverages com-
plement each other to ensure the completeness of functional verification. Table 3 provides a
description of the comparison among different works. The first work adopted a verification
testbench built using traditional Verilog. Although this method is relatively simple and
capable of verifying the main functions of the design, it suffers from poor performance and
is unsuitable for complex, large-scale digital designs. The second work performed Cache
verification based on FPGA. A drawback of this method is its dependence on the specific
FPGA device used, resulting in a complicated and non-universal transplantation process.
Additionally, this method lacks the ability to observe signal-level information through the
simulation waveform, making it less intuitive. The third work designed a UVM verification
testbench, which offers good reusability. However, the study lacks a sufficient number of
testcases, potentially leading to low code coverage and incomplete verification.
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Table 3. Comparison of several works.

Work [Ref] Method Extensibility Reusability Completeness Coverage

1 [26] Verilog testbench Low Low Low Low

2 [27] FPGA Medium Medium Medium None

3 [28] UVM testbench High High Medium None

This work UVM testbench High High High Close to 100%

In terms of multiple indicators, our work demonstrates several advantages over
others. Firstly, our verification method achieves good verification completeness, not only
by running testcases to generate simulation waveforms but also by gathering statistics on
different types of coverage. Secondly, our proposed verification testbench exhibits high
extensibility, primarily attributed to the inherent advantages of SystemVerilog and the
phase mechanism of UVM. Finally, the proposed verification testbench demonstrates a
high level of reusability. This is attributed not only to the advantages provided by the TLM
communication mechanism of UVM but also to our optimization of the UVM verification
testbench. We have implemented a configuration file for each agent, enabling flexible
control over individual components. As a result, the proposed testbench becomes easier to
reuse in the higher-level verification testbench.

5. Conclusions

This paper proposes a UVM verification testbench for an I-Cache controller. We intro-
duced the composition of the verification testbench and its reference model component.
Testcases corresponding to function points were run on the proposed verification testbench
and simulation results were obtained. We achieved high coverage by implementing multi-
ple verification methods, which demonstrates the completeness of functional verification.
Furthermore, the proposed verification testbench has excellent extensibility and reusability,
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allowing for its applicability to more advanced verification scenarios without the need for
significant modifications. In the future, it is important to consider how to further improve
the efficiency of functional verification work, and one potential approach is to leverage
machine learning for executing testcases.
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Abbreviations

UVM universal verification methodology
EDA electronic design automation
SOC system on chip
FPGA field programmable gate array
OVM open verification methodology
SVA system-Verilog assertion
CPU central processing unit
MAF miss address file
MSHR miss status handling registers
OOP object-oriented programming
CDV coverage-driven verification
DUT design under test
RAL register abstraction layer
RTL register transaction level
TLM transaction level modeling
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