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Abstract

:

A practical task assignment is one of the core issues of a multi-robot system. In this paper, a multi-robot task assignment strategy based on load balancing is proposed to effectively balance and plan out the execution cost of each robot when it has a large number of working task points. Considering the variability of the execution task cost in practical situations with different task point categories, the multi-robot task assignment (MRTA) problem is transformed into a multiple traveling salesman problem (MTSP) using a multi-angle K-means clustering algorithm. To solve the problem of unbalanced cost consumed by each robot after clustering assignment, which leads to low efficiency of system completion, a two-stage load-balancing strategy is presented. The first stage of this strategy makes a large adjustment to the unbalanced task set, and the second stage achieves a small fine-tuning to the unbalanced task set. The experimental results show that the standard deviation of the cost ratio of each set decreases when four robots perform the task between 100 and 550 work points using the load-balancing strategy. The reduction in standard deviation is between 3.53% and 83.44%. The maximum cost of individual robots decreases between 0.18% and 14.27%. The proposed method can effectively solve the uneven execution cost of each robot in the task assignment process and improve the efficiency of the system in completing tasks.
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1. Introduction


The multi-robot system (MRS) is one of the most extensive research areas in robotics, which deploys multiple collaborative robots in a coordinated manner to perform and complete tasks [1,2]. It has promising applications in rescue search, resource allocation, intelligent warehouse [3], and other fields. The key to multi-robot systems is rational task assignment to individuals in the system [4,5,6].



Multi-robot task assignment (MRTA) refers to the planning of a conflict-free and load-balanced task assignment strategy by multi-robot under different task scenarios as well as certain constraints and obtaining a globally optimal solution according to different task assignment models and algorithms [7,8,9]. This problem is non-deterministic polynomial (NP)-hard [10], especially in large-scale problems. Therefore, the efficiency of the system and the completion rate of the tasks are ensured by determining a reasonable assignment mechanism.



Current research mainly focuses on task assignments based on multi-robot systems, but there is relatively little research on multi-robot task division and load balancing. The solutions of load-balancing-based task assignment are roughly divided into two categories: the task assignment method based on the non-clustering algorithm and the task assignment method based on the clustering algorithm. Wang et al. [11] proposed a new load-balancing algorithm, but this algorithm simply considered the absolute equal distribution of task points. Yang et al. [12] defined the task load-balancing coefficient to ensure that tasks were evenly distributed to all UAVs in the group, which only considered the number of optimal task points for each UAV. Lin et al. [13] proposed a load-balancing planning algorithm whose goal was to balance the length of detection paths of various robots. As the number of task points increases, the non-clustering algorithm-based task assignment method assigns individual task points in turn, requiring a large amount of computation and time to solve the global optimal solution, thus reducing the efficiency of the system.



Instead of assigning tasks to individual task points, task assignment methods based on clustering algorithms divide similar or neighboring task points into clusters and then assign the clusters to robots. This could effectively reduce the average travel distance of a robot team [14], thus decreasing the computational complexity. According to Sarkar et al. [15], the overall travel distance and resource utilization were reduced when robots performed nearby tasks in an intelligent warehouse. After completing the grouping of tasks, the algorithm was used for path planning in each task set to find the optimal path [16].



The main types of task clustering include Euclidean distance clustering, K-means clustering [17], and fuzzy clustering. There are many methods to solve these clustering problems, including division-based, hierarchy-based, grid-based, and density-based methods. The K-means clustering algorithm, as a division-based clustering algorithm, has the characteristics of fast clustering, easy implementation, and can efficiently classify large-scale task points.



However, the traditional K-means algorithm also has shortcomings, which is a clustering division according to the principle of shortest distance. In practical situations, more and more data of significance will be encountered. For example, the cost of performing different types of tasks is not the same. Therefore, the classification of different types of task points should be taken into account when performing clustering division. Moreover, the key problem of cluster-based task assignments is to identify the optimal number of tasks for each cluster [18,19]. The determination of the optimal number of tasks for a cluster was empirically studied by Mitiche et al. [20].



Wu et al. [21] proposed a balanced K-means algorithm, combined with the cost of delivery time, to equalize the distribution of the courier’s work to improve efficiency. The method did not take into account the value of the cost to be consumed by the item itself. Zhao et al. [22] used a simulated annealing algorithm to plan the shortest path based on the K-means clustering to achieve load balancing. The merit of the performance of this algorithm when the number of tasks was gradually increasing still needed further study. After the K-means clustering algorithm, Li et al. [23] adopted an improved grey wolf optimizer (IGWO) algorithm to solve the optimal path. Power constraints were converted to distance constraints to balance the tasks of each robot. The merit of the algorithm needed to continue to be verified when the task points were of different types. Wu et al. [21] used the ant colony algorithm to plan the order of execution task points based on the K-means clustering algorithm. A time cost model was established to calculate the cost of delivery time, which effectively made the delivery workload approximately equivalent among the delivery providers. Kim et al. [24] performed node clustering using the K-means clustering algorithm, followed by multiplicatively weighted (MW) Voronoi-based region delineation using various weighting factors. The calculated paths were used as the input for a workload allocation strategy to assign the robot’s paths.



After assigning multiple task clusters to robots using a cluster-based task assignment method, the time for the system to complete all tasks is determined by the time for the robot to complete the largest task cluster.



Lee et al. [25] proposed a multi-robot coordinated task allocation algorithm that minimizes task completion time and resource consumption. Sullivan et al. [26] used a very small objective for path planning to reduce the energy consumption and task completion time of robots. Zhang et al. [27] proposed an artificial bee colony algorithm to reduce energy consumption and increase productivity in a U-shaped robot assembly line. Wei et al. [28] used particle swarm optimization techniques to minimize the maximum travel distance of each robot. Murugappan et al. [14] presented a balanced multi-robot task allocation model using the minimal-extreme objective function.



The time to complete the task is determined by the cost consumed by the robot. The total cost consumed includes the cost of performing the task point itself and the cost of the path during the execution of the task. To improve the efficiency of the system, it is not enough to simply equalize the number of task points or the execution paths of the individual robots. It is necessary to equalize the total cost consumed by each robot to complete the task clusters by minimizing the maximum task cluster completion time.



There are relatively few studies based on multi-robot task division and load balancing. Load-balancing strategies mainly consider the number of task points for balanced distribution or the paths for executing a single type of task point under certain constraints for distribution. The problem of load balancing combining both task points and path planning when multiple robots perform different types of task points has been less considered. Therefore, the main contributions are focused on the following two aspects: (1) A multi-angle K-means clustering algorithm is proposed, which improves the traditional K-means clustering division criteria by considering the cost of task points themselves. The improved algorithm also solves the practical situation in which different types of task points consume different costs. (2) A load-balancing strategy is proposed to solve the problem of low efficiency of system completion due to the uneven cost of each robot after cluster assignment.



The rest of this paper is structured as follows. The description and mathematical model of the problem are given in Section 2, and the solution method and algorithm description are presented in Section 3. Section 4 describes the algorithm simulation and analysis of the load-balancing policy, and Section 5 gives the conclusions of this paper.




2. Mathematical Model


In an intelligent warehouse, assume that the working environment graph is known, and the number of task points is much higher than the number of robots. Each robot has to execute multiple task points after starting from a fixed starting point, and each task point can only be executed once. Two types of tasks are known: storage tasks and pickup tasks, which are randomly distributed in the region and whose locations are known. It is assumed that the complexity of each type of task point is not consistent, and the task cost consumed for executing different classes of task points is not the same. The speed of the robot during task execution is assumed to remain constant. Additionally, there is a path cost consumed by the robot in the process of executing between task points. After executing all tasks, the robot returns to the starting point [29].



Suppose there are m robots corresponding to the set   R = {  R i  , 1 ≤ i ≤ m }  ,    R i    denotes the i-th robot in  R .   T = {  T j  , 1 ≤ j ≤ n }   is the set of task points,    T j    denoting the j-th task point of  T . Therefore, the task assignment problem of m robots starting from a fixed starting point to complete n task points and then returning to the original starting point can be converted to a multi-travel merchant model for solving [30,31,32].



Suppose the i-th robot    R i    performs    N i    task points and the set consisting of the executed task points is    W i   .    N i    task points contain    N   i 1      storage task points and    N   i 2      pickup task points. The robot consumes different costs when executing a storage task point and a pickup task point. The robot consumes a cost of    c 1    when executing a storage task point and a cost of    c 2    when executing a pickup task point.



The cost consumed by the robot    R i    consists of two parts: the task cost of performing two classes of task points    Q i   , and the path cost of performing the path traveled between task points    P i    [33]. Thus, the robot    R i   ’s cost consumption    B i    can be expressed as


   B i  =  P i  +  Q i   



(1)




where    B i    denotes the actual cost consumed by the robot    R i    to start from a fixed starting point, complete all task points in the task area, and return to the initial starting point.



Suppose the set of points during the execution of the task by the robot    R i    is    V i  =    v 0 i  ,  v 1 i  ,  v 2 i  , ⋯ ,  v   N i   i     ;    v j i    denotes the labeling of the j-th task point passed by the robot    R i   ,    v 0 i    denotes the starting point for    R i   , and the path length can be expressed as


   L i  =    v 0 i   v 1 i    +   ∑  j = 1    N i  − 1       v j i   v  j + 1  i      +    v   N i   i   v 0 i     



(2)




where    ·    expresses the Euclidean norm.      v 0 i   v 1 i      is the distance of the    R i    from the starting point to the first task point;      v j i   v  j + 1  i      is the distance from the j-th task point to   j + 1   task points, and      v   N i   i   v 0 i      denotes the distance from the    N i   -th task point back to the starting point.



Assuming that the path cost is a proportional function of the distance value and the proportional coefficient is c,    P i    is defined


   P i  = c  L i  = c (    v 0 i   v 1 i    +   ∑  j = 1    N i  − 1       v j i   v  j + 1  i      +    v   N i   i   v 0 i    )  



(3)







To decrease the total cost of the system, it is necessary to make the path cost consumed by the execution of the tasks as small as possible during the path planning process; that is, the total path  L  of the system is the shortest, i.e.,


  min   L =   ∑  i = 1  m    L i     



(4)







   Q i    can be written as


   Q i  =  c 1   N  i 1   +  c 2   N  i 2    



(5)







In the subsequent work, the main task is to divide the set    T     of task points into  m  sub-task sets    W 1  ,  W 2  ,  W 3  , ⋯ ,  W m   , and   T =  W 1  ∪  W 2  ∪  W 3  ∪ ⋯ ∪  W m   . It is assumed that a sub-task set requires only one robot to execute the task points in the set, so m is the number of the task sets that will be divided in the subsequent algorithm. Since any subset is not empty and there is no common task point between two subsets, the following relationship is satisfied:


       W p  ∩  W q  = Φ , 1 ≤ p , q ≤ m   and   p ≠ q      W p  ≠ Φ , 1 ≤ p ≤ m      



(6)







The number of task points in each subtask is    N 1  ,  N 2  ,  N 3  , ⋯ ,  N m   . The number of task points stored and picked up in each subtask set is    N  11   ,  N  12    ;    N  21   ,  N  22    ;    N  31   ,  N  32    ;  ⋯ ;    N  m 1   ,  N  m 2    . Since a single robot can complete at least one task point after departure, i.e., no subset is empty, i.e., the values of    N i   ,   1 ≤ i ≤ m   are not zero, so they satisfy the following relation.


       N  11   +  N  12   =  N 1  ;  N  21   +  N  22   =  N 2  ;  N  31   +  N  32   =  N 3  ; ⋯ ;  N  m 1   +  N  m 2   =  N m  ;     n =  N 1  +  N 2  + ⋯ +  N m  ;      N i  > 0 , 1 ≤ i ≤ m ;      N  max   = max (  N 1  ,  N 2  , ⋯ ,  N m  ) < n ;      



(7)







In a multi-robot system, the completion time of a task is determined by the robot using the longest time, which is reflected in the cost consumed by the robot. Therefore, to increase the efficiency of the entire robot system, it is necessary to ensure that the cost consumed by each robot is relatively balanced. In a multi-robot system, if the largest cost can be kept to a minimum, then the difference in cost of all robots in the system can be guaranteed to be minimal.



The cost consumed by the robot in completing the task is provided by the power of the battery carried by the robot, but there is a limit to the power of the battery. Therefore, each robot must complete the assigned task point and return to the initial starting point within the battery’s specified power consumption. Assume that the ratio of the cost value consumed by the robots to the battery’s power is 1, and the battery power limit can be converted into a cost constraint.



Therefore, the objective function f can be set to minimize the maximum cost    B i    in the task set as follows.


  min   f = max      B 1  ,  B 2  , ⋯ ,  B i  , ⋯ ,  B m      ,  



(8)






    s . t .    B i  =  P i  +  Q i  ≤  B  limit   ,  



(9)




where    B  limit     denotes the maximum cost consumed by a single robot with sufficient battery capacity.    B  limit     is positively correlated with the number of task points.




3. Methodology


To effectively balance the execution costs of individual robots when there are a large number of different types of task points, the flowchart of the algorithm and strategy proposed in this paper is shown in Figure 1. Part 1: A multi-angle K-means clustering algorithm is proposed for the initial partitioning of the different types of task points, corresponding to Section 3.1. Part 2: A genetic algorithm (GA) is used to perform path planning on the divided task points. Finally, the task points of each set are adjusted according to each set’s cost after path planning using a two-stage load-balancing strategy, corresponding to Section 3.2. Using this algorithm and strategy can solve the problem of uneven execution cost of each robot in the task assignment process and effectively improve the system’s efficiency in completing tasks.



3.1. K-Means Clustering Algorithm with Multi-Angle Division


3.1.1. Principle of the Improved Algorithm


The K-means clustering algorithm is a clustering algorithm based on the partitioning of a sample set [34]. The algorithm is an iterative process that first divides the n samples into K classes, where each sample has the minimum distance to the center of the class it belongs to and each sample can belong to only one class [14,35]. The sample mean of each class is continuously updated and used as the new center of the class until the algorithm converges. For multi-robot systems with various types of task points, only taking into account the distance between task points and the initial clustering center can have an impact on the clustering partitioning outcome. Therefore, the K-means clustering algorithm with multi-angle division is proposed, corresponding to Part 1 of Figure 1.



In the process of clustering different types of task points, the multi-angle clustering algorithm considers both the distance cost of traveling from each task point to the class center and the cost of performing the task point itself.




3.1.2. Basic Flow of the Algorithm


The multi-angle clustering algorithm is described as follows:



Input: the number of clusters m and the set of data containing n data points.



Output: the set of m clusters.



Step 1: In the set of task points   T =    T j  , 1 ≤ j ≤ n    , m data points are randomly selected as the original clustering centers   {  μ 1  ,  μ 2  , ⋯ ,  μ m  }  , where    μ i    is the i-th clustering center.



Step 2: Calculate the distance    d  ji     from each task point to the m clustering centers.


   d  ji   =     (  T j  −  μ i  )  2    ,  



(10)







Step 3: Calculate the cost sum of each task point to m centers of mass in the task area. The total cost includes the cost of performing the task point and the distance cost   c ⋅  d  j i     of the task point to the m centers of mass. Assign each of the n task points to the cluster in which the center of mass with the smallest sum of costs is located according to Equation (11).


  J =   min      ∑  i = 1  m     ∑  j = 1    N i     ( c ⋅  d  j i       +  q j  ) ,  



(11)




where    q j    is the value of the cost consumed to perform the j-th task point. Depending on the type of task point,    q j    takes on two values,    c 1    or    c 2   .



Step 4: Calculate the sample mean of each cluster using Equation (12) and use it as the new center of mass of the m clusters.


    μ i  ′  =  1   N i      ∑  j = 1    N i      T j    ,  



(12)







Step 5: Calculate the value    φ i    of the proportion of each set    Q i   , using Equation (13).


   φ i  =    Q i      ∑  i = 1  m    Q i      ,  



(13)







Step 6: Repeat from Step 2 to Step 5 to update the center of mass of each cluster. Repeat several iterations, until the center of mass of m clusters no longer changes and    φ i    is within the bounded interval.



Step 7: The algorithm ends and the m clusters are output.



In Step 6, to ensure that the center of mass of the m clustering sets no longer changes, the difference between    μ i    and     μ i  ′    is calculated by Equation (14). When    ω i  <  ω 0   , it is determined that the center of mass no longer changes.    ω 0    is a constant.


   ω i  =   (  μ i  −   μ i  ′   ) 2    ,  



(14)







To ensure that the cost proportion consumed by the m clustering sets to perform the task points is relatively balanced, the difference between    φ i    and    λ a    is calculated using Equation (15). The cost values of each set are determined to be relatively equalized when    θ i  <  θ 0   .    θ 0    is a constant.


   θ i  =     (  φ i  −  λ a  )  2    ,  



(15)




where    λ a    denotes the average cost proportion value, i.e.,    λ a  =  1 m   .



Based on the multi-angle K-means clustering algorithm, the n task points in the system are divided into m different classes, and the MTSP problem is converted into K-independent TSP problems. Then, the path planning problem of TSP is solved by the GA [36,37] so that the total path value in Equation (4) is minimized [38], and thus the minimum path cost consumed by the robots in each task set is obtained.





3.2. Two-Stage Load-Balancing Adjustment Strategy


The total cost consumed by each robot in the process of completing the task assignment consists of two parts. The multi-angle K-means clustering algorithm for task grouping only considers the balance of the cost    Q i    consumed by each robot to perform task points and does not guarantee the balance of the total cost consumed by each robot. Therefore, a two-stage load-balancing adjustment strategy is proposed, corresponding to Part 2 of Figure 1.



3.2.1. Adjustment Strategy


The general idea of the load-balancing strategy is to use the task grouping results of the multi-angle K-means clustering algorithm and the path generated by the GA for path planning as the initial input of the load-balancing strategy and to calculate the total cost and cost ratio in each task set. Using the load-balancing strategy, the adjustable task points in the set with a higher cost ratio are adjusted to the set with a lower cost ratio to achieve the purpose of balancing the consumption load of each task set. By iterating and adjusting one after another, the cost ratio value of each collection is made to be between the load-balancing ratio interval, the local optimal value of the cost of each collection is found, and finally, the corresponding task collection division results are outputted. Determining the task sets and task points to be adjusted is the core of solving the two-stage load-balancing strategy.




3.2.2. Basic Flow of the Algorithm


The steps for implementing the two-stage load-balancing adjustment strategy are as follows.



Input: Results of multi-angle K-means clustering algorithm for task grouping, results of path planning, and limited interval h of set cost ratio.



Output: Adjusted task set division scheme, cost sum of individual robots, and cost ratio of individual robots.



Step 1: Equation (1) is utilized to calculate    B i   . The proportional value of cost in each set,    λ i   , is found using Equation (16).


   λ i  =    B i      ∑  i = 1  m    B i      ,  



(16)







Step 2: Determine whether all the values of    λ i    are in the limited interval h; if yes, the algorithm ends; if not, the algorithm continues, at which point the value of    λ i    is assigned to    λ i  S 0    , and    λ i  S 0     denotes the initial cost ratio value.



	
The first-stage load-balancing adjustment strategy.






Step 1: Determine the set to be adjusted and its neighboring sets. Find set    W A    with the maximum value of the cost ratio and set    W B    with the minimum value of the cost ratio, and calculate the distance between the cluster centers of set    W A    and the cluster centers of the remaining   m − 1   sets. Find the set    W C    that corresponds to the shortest distance, and    W C    is the neighboring set to be adjusted. Similarly, determine    W D    as the set to be adjusted for    W B   . The number of task points corresponding to sets    W A   ,    W B   ,    W C   ,    W D    are    N A   ,    N B   ,    N C   ,    N D    respectively. The set of task points are    W A  =    w 1 A  ,  w 2 A  , ⋯ ,  w   N A   A     ,    W B  =    w 1 B  ,  w 2 B  , ⋯ ,  w   N B   B     ,    W C  =    w 1 C  ,  w 2 C  , ⋯ ,  w   N C   C     ,    W D  =    w 1 D  ,  w 2 D  , ⋯ ,  w   N D   D     , and the set of clustering centers are    μ A   ,    μ B   ,    μ C   ,    μ D    respectively.



Step 2: Determine the task points to be adjusted.



(1) Determine the task points to be adjusted for set    W C   . Calculate the difference    l  A j     between the distances of the task points in set    W A    to the clustering centers of sets    W A    and    W C   .


   l  A j   =       (  w j A  −  μ A  )  2    −     (  w j A  −  μ C  )  2      , 1 ≤ j ≤  N A  ,  



(17)




when    l  A j   < α  , it corresponds to the task points in set    W A    and is used as the initial set    U d    of task points to be adjusted from    W A    to set    W C   .  α  is a constant value.



Since the task points in each task set near the departure point have a great influence on the path trend of the robot, a circle is drawn with the starting point as the center of the circle and s as the radius. The set of task points    S     within this circle is not adjusted. Therefore, it is necessary to remove the task points in the initial task point set    U d    to be adjusted from the intersecting area with the circular region and obtain the final adjustment point set    U  zd    .


   U  z d   =  ∁   U d    (  U d  ∩ S ) ,  



(18)







(2) Determine the task points to be adjusted for set    W D   . Calculate the difference    l  D j     between the distances of the task points in set    W D    to the clustering centers of sets    W B    and    W D   .


   l  D j   =       (  w j D  −  μ B  )  2    −     (  w j D  −  μ D  )  2      , 1 ≤ j ≤  N D  ,  



(19)




when    l  D j   < β  , it corresponds to the task points in set    W D    and is used as the initial set    U x    of task points to be adjusted from    W D    to    W B   .  β  is a constant value.



Similarly, the task points in region  S  need to be removed to get the final set of adjustment points    U  z x    .


   U  z x   =  ∁   U x    (  U x  ∩ S ) ,  



(20)







Step 3: Adjust the task points in sequence to get the new division scheme. The distance difference values    l  A j     and    l  D j     are arranged in ascending order, respectively. The smaller the distance value, the more priority the points in the set    U  zd     and    U  z x     are adjusted. Put the task points in set    U  zd     and set    U  z x     into set    W C    and set    W B    in sequence, respectively. The new division scheme is obtained.



Step 4: Path planning is performed for the task points, the values of    B i    are calculated using Equation (1), and then the value of    λ i    is calculated using Equation (16).



Step 5: Determine whether the value    λ i    of the set to be adjusted is in the cost ratio limited interval h. If yes, the algorithm continues and assigns the value of    λ i    to    λ i  S 1    .    λ i  S 1     denotes the value of the cost ratio of the first stage; if not, it returns to Step 3.



	
The second-stage load-balancing adjustment strategy






Step 1: Find set    W E    with the maximum cost proportion under the current division and set    W F    with the minimum cost proportion. The number of task points corresponding to sets    W E   ,    W F    are    N E   ,    N F   . The set of task points are    W E  =    w 1 E  ,  w 2 E  , ⋯ ,  w   N E   E     ,    W F  =    w 1 F  ,  w 2 F  , ⋯ ,  w   N F   F     , and the set of clustering centers are    μ E   ,    μ F   , respectively. The corresponding cost ratio values for set    W E    and set    W F    are    λ E    and    λ F   .



Step 2: Determine whether the cost ratio values of set    W E    and set    W F    are in the cost ratio limited interval h. If yes, the algorithm ends; if not, the algorithm continues.



Step 3: Calculate the difference  γ  between    λ E    and    λ a    using Equation (21). Calculate the difference  δ  between    λ F    and    λ a    using Equation (22). Then, determine the magnitude between the two differences.


  γ =    λ E  −  λ a    ,  



(21)






  δ =    λ F  −  λ a    ,  



(22)







Step 4: Determine the set to be adjusted, its close sets, and the task points to be adjusted.



(1) When   γ > δ  , set    W E    is selected for the second-stage adjustment. Calculate the distance    l  E F     between    μ E    and    μ F    using Equation (23). Calculate the distance    l  E i     between    μ E    and the clustering centers    μ i    of the remaining   m − 2   sets using Equation (24) and find its minimum value   min (  l  E i   )  .


   l  E F   =     (  μ E  −  μ F  )  2    ,  



(23)






   l  E i   =     (  μ E  −  μ i  )  2    , { i   1 ≤ i ≤ m   , i ≠ E , F }  



(24)







	i

	
If   min (  l  E i   ) ≥  l  E F    , determine that set    W F    is the set to be adjusted of set    W E   . Using the method of stage one to find the task points to be adjusted, the    U  e f     set of task points to be adjusted is preliminarily determined. After removing the task point set  S  in the circular region near the starting point, the final adjustment point set    U   zd 2      is obtained.








    U  z d 2   =  ∁   U  e f     (  U  e f   ∩ S ) ,   



(25)





	ii

	
If   min (  l  E i   ) <  l  E F    , the set    W G    corresponding to   min (  l  E i   )   is found and identified as the set to be adjusted. Similarly, the task point set    U  e g     to be adjusted is preliminarily determined. After removing the task point set  S , the final adjustment point set    U  zd 2     is obtained.








    U  z d 2   =  ∁   U  eg     (  U  e g   ∩ S ) ,   



(26)





(2) When   γ < δ  , set    W F    is selected for the second-stage adjustment. Calculate the distance    l  F i     between    μ F    and the clustering centers    μ i    of the remaining   m − 2   sets using Equation (27) and find its minimum value   min (  l  F i   )  .


   l  Fi   =     (  μ F  −  μ i  )  2    , { i   1 ≤ i ≤ m ,   i ≠ E , F } ,  



(27)







	i

	
If   min (  l  F i   ) >  L  E F    , the set    W E    is determined as the set to be adjusted from the set    W F   . Firstly, determine the task point set    U  e f     to be adjusted. After removing the task point set  S , the final adjustment point set    U  zx 2     is obtained.








    U  z x 2   =  ∁   U  e f     (  U  e f   ∩ S ) ,   



(28)





	ii

	
If   min (  l  F i   ) ≤  L  E F    , the set    W H    corresponding to   min (  l  F i   )   is found and the set    W H    is determined as the set to be adjusted for the set    W F   . First, determine the task point set    U  e h     to be adjusted. After removing the task point set  S , the final adjustment point set    U  zx 2     is obtained.








    U  z x 2   =  ∁   U  e h     (  U  e h   ∩ S ) ,   



(29)





Step 5: Putting the task points to be adjusted into the corresponding sets in turn to obtain the new division scheme.



Step 6: Path planning is performed for the task points, the values of    B i    are calculated using Equation (1), and then the value of    λ i    is calculated using Equation (16). Add 1 to the number of cycles.



Step 7: Determine whether the value    λ i    of the second stage of the set to be adjusted is in the set cost ratio limited interval h. If yes, the algorithm ends and assigns the value of    λ i    to    λ i  S 2    ,    λ i  S 2     denotes the value of the cost ratio of the second stage; if not, it returns to Step 5.






4. Simulation Tests and Analysis


The simulations of the proposed method in this paper were performed under the simulation environment of Intel(R) Core (TM) i5-10210U CPU @ 1.60 GHz 2.11 GHz, Windows 10, 64-bit OS, and MATLAB R2021b.



4.1. Simulation of the Multi-Angle K-Means Clustering Algorithm


To verify the performance of the proposed multi-angle K-means clustering partitioning algorithm, the traditional K-means clustering algorithm and the balanced K-means clustering algorithm (BKCA) [21] are chosen for comparison.



Assuming that the environment map is a 5000 × 5000 region, the simulation randomly generates 300 task points, including 150 pickup task points and 150 storage task points, as shown in Figure 2. The location coordinates of each type of task point are known and the initial starting and ending points are assumed to be (2500, 2500). There are four robots to complete the task points in the environment area.



In the simulation experiments of the multi-angle clustering algorithm, it can be assumed that    ω 0  = 0.1   and    θ 0  = 0.08  . The results of the division of the task points and the path planning results obtained using the GA are shown in Figure 3. The total cost of the current system is calculated as 522,846.70.



The sum-of-costs results obtained from the K-means clustering algorithm are denoted as    B k   , where    B k  =   ∑  i = 1  m    B i k     .    B i k    denotes the cost of the i-th set obtained using the K-means algorithm. The sum-of-costs results obtained from the multi-angle K-means clustering algorithm are denoted as    B  Mk    , where    B  Mk   =   ∑  i = 1  m    B i  M k      .    B i  M k     is the cost of the i-th set obtained using the multi-angle K-means clustering algorithm. The total cost obtained by the BKCA algorithm is denoted as    B  Bk    , where    B  Bk   =   ∑  i = 1  m    B i  B k      .    B i  B k     is the cost of the i-th set obtained using the BKCA algorithm. The difference rate between    B k    and    B  Mk     is denoted as    B   e 1     , as shown in Equation (30). The difference rate between    B k    and    B  Bk     is denoted as    B   e 2     , as shown in Equation (31).


   B  e 1   =    B k  −  B  M k      B k    × 100 % ,  



(30)






   B  e 2   =    B k  −  B  B k      B k    × 100 % ,  



(31)







Equations (30) and (31) can conveniently measure the difference between the results obtained by the two different algorithms and thus assess the advantages and disadvantages of the multi-angle clustering algorithm proposed in this paper.



Table 1 gives the total cost consumed by all robots traversing all task points in their respective sets when the number of robots is four and the number of task points ranges from 100 to 550 with an interval of 50, using the above three algorithms for partitioning. From Table 1, it can be obtained that as the number of task points increases, the difference rate    B   e 1      ranges from 0.05% to 0.51%, and the difference rate    B   e 2      ranges from −0.17% to 0.14%. The difference rate    B   e 1      is 0.01% to 0.39% higher than    B   e 2     . The results indicate that the multi-angle clustering algorithm can reduce the total cost of the system. Thus, the superiority of the multi-angle K-means clustering technique may be demonstrated.




4.2. Simulations of the Two-Stage Load-Balancing Strategy


Based on the multi-angle K-means clustering algorithm, the two-stage load-balancing policy algorithm is simulated. Based on the results in Figure 3,    P i    and    Q i    are calculated. Equation (1) is used to find    B i    and finally get the value of    λ i  S 0    , as shown in Figure 4.



The task points are adjusted using a two-stage load-balancing strategy based on the cost ratio of each grouping set as shown in Figure 4. In the strategy, the distance difference is set to   α = β = 1000  , and the load-balancing interval is set to   h = [ 0.225 , 0.275 ]  .



The results of the first-stage load-balancing adjustment strategy are shown in Figure 5, Figure 6, Figure 7, Figure 8 and Figure 9.



First, the set of task points to be adjusted is shown in Figure 5. The difference between the distance from the task point in the set to be tuned out to the center of its cluster and the distance from the center of the cluster in the set to be tuned is depicted in Figure 6. Figure 7 expresses these adjusted task points determined according to the distance difference value. Figure 8 is the path planning of the adjusted task points using a GA. The calculation of the cost ratio for each set after path planning is given in Figure 9.



Figure 10, Figure 11 and Figure 12 display the outcomes of the second-stage load-balancing adjustment approach.



Based on the results of the cost ratio of each task set after the completion of the first-stage adjustment in Figure 9, task points to be adjusted in the second stage are determined as shown in Figure 10. The adjusted path planning is then obtained using the GA as shown in Figure 11, and the cost proportion values of each task set are given in Figure 12.



The result of the maximum cost consumed by a single robot before load balancing is denoted as    B b   , where    B b  = max {  B i k  } , 1 ≤ i ≤ m  . The maximum cost consumed by a single robot after load balancing is denoted as    B a   , where    B a  = max {  B i  M k   } , 1 ≤ i ≤ m  . The difference rate    B  me     is


   B  m e   =    B b  −  B a     B b    × 100 % ,  



(32)







The result of the standard deviation of the cost proportion of each set before load balancing is denoted as    σ b   , and the result after load balancing as    σ a   .


   σ b  =       ∑  i = 1  m     (  λ i  S 0   −  λ a  )  2     m    ,  



(33)






   σ a  =       ∑  i = 1  m     (  λ i  S 2   −  λ a  )  2     m    ,  



(34)







The difference rate    σ e    is


   σ e  =    σ b  −  σ a     σ b    × 100 % ,  



(35)







According to the aforementioned experiments, while using four robots to complete 300 task points, the maximum cost of a single robot adjusted using the load-balancing technique is 137,291.67, which is 7.07% less than the maximum cost of a single robot before adjustment. The maximum power of the battery consumed by a single robot does not exceed the limit. The system takes less time to complete tasks and is more efficient. In addition, the standard deviation of each set’s cost ratio after load balancing is 0.0114, which is 62.49% lower than the standard deviation of each set’s cost ratio before balancing, indicating that each robot’s cost of power consumption is distributed more evenly after load balancing.



In the same way, four robots are used to perform different task points. The simulation results are listed in Table 2 and Table 3. Figure 13 displays the results of the comparison between the maximum cost of a single robot before and after employing the load-balancing strategy. The results show that the maximum cost of a single robot after the completion of load balancing is lower than the maximum cost of a single robot before balancing, with a difference in rate ranging from 0.18% to 14.27%. The maximum power of the battery consumed by a single robot does not exceed the limit. It indicates that implementing a load-balancing approach can significantly reduce the system’s processing time to complete the task and improve the system’s efficiency.



Figure 14 displays the results of the cost ratio standard deviation that each set accounted for before and after the load-balancing approach. According to Figure 14, the difference rate is between 3.53% and 83.44%, and the standard deviation of the cost ratio of each set reduces following the load-balancing technique. This suggests that by adopting the load-balancing approach, the cost value used by each set can be more evenly distributed. This outcome demonstrates the load-balancing strategy’s efficacy.





5. Conclusions


In this paper, a multi-angle K-means clustering algorithm is proposed to address the variability of task point categories for the large-scale multi-robot task assignment problem in practical situations. The method improves the division criteria of the traditional K-means clustering algorithm. When four robots complete multi-task points, the total cost consumed by the improved system is reduced compared to that before the improvement. To solve the problem of low efficiency of system completion due to unbalanced cost consumed by each robot after clustering assignment, a two-stage load-balancing strategy is proposed. The first phase performs a large-scale adjustment on the unbalanced task set. The second stage fine-tunes the unbalanced task set on a small scale. The case study proves that when four robots go to complete 100 to 500 task points, the cost consumed by each robot is relatively balanced after using the load-balancing strategy. The standard deviation of the cost ratios for each set decreases, and the reduction ranges from 3.53% to 83.44%. The maximum cost of individual robots is lower than that before using the load-balancing strategy, and the reduction ranges from 0.18% to 14.27%. These simulation results show that the proposed method can effectively improve the system’s efficiency in completing tasks. However, this work ignores the effect of task point loading on the robot’s walking speed during the task execution. Future research will improve the model from this aspect.
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Figure 1. Flowchart of multi-angle K-means clustering algorithm and two-stage load-balancing strategy. 
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Figure 2. Coordinate map of 300 task point locations. 
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Figure 3. Multi-angle K-means clustering algorithm for task point grouping and path planning results. (a) Multi-angle K-means clustering algorithm classification results; (b) Path planning results using GA under multi-angle K-means clustering algorithm. 
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[image: Electronics 12 03842 g003]







[image: Electronics 12 03842 g004] 





Figure 4. Cost ratio values for each set. 






Figure 4. Cost ratio values for each set.



[image: Electronics 12 03842 g004]







[image: Electronics 12 03842 g005] 





Figure 5. To be adjusted to the set of the first stage. 
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Figure 6. The difference between the distance from the task point in the set to be transferred out to the center of its cluster and the distance from the center of the cluster in the set to be transferred in. (a) Distance difference    l  Aj     in the first stage; (b) Distance difference    l  Dj     in the first stage. 
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Figure 7. Determination of the first stage of the task point to be adjusted. (a) The sets    U d    and    U x    to be adjusted; (b) the final adjustment set    U  zd     and    U  zx    . 
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Figure 8. Path planning results using GA under the first-stage load-balancing adjustment strategy. 
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Figure 9. Results of each set cost ratio in the first-stage load-balancing adjustment strategy. 
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Figure 10. To be adjusted to the second stage of the task point. 
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Figure 11. Path planning results using GA under the second stage load-balancing adjustment strategy. 
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Figure 12. Results of each set cost ratio value in the second-stage load-balancing adjustment strategy. 
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Figure 13. Results of the difference in the maximum cost of power consumption values of individual robots before and after the load-balancing strategy. 






Figure 13. Results of the difference in the maximum cost of power consumption values of individual robots before and after the load-balancing strategy.



[image: Electronics 12 03842 g013]







[image: Electronics 12 03842 g014] 





Figure 14. Standard deviation results for the cost ratio of each set before and after the load-balancing strategy. 
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Table 1. Total cost of the system under different classification criteria.
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	Number of Task Points
	100
	150
	200
	250
	300



	    B k    
	196,235.91
	278,804.62
	363,612.42
	445,235.50
	524,786.90



	    B  Bk     
	195,983.61
	278,969.67
	363,503.18
	445,773.92
	523,674.22



	    B  Mk     
	195,241.04
	278,534.65
	363,434.93
	444,362.99
	522,846.70



	    B  e 1     
	0.51%
	0.10%
	0.05%
	0.20%
	0.37%



	    B  e 2     
	0.13%
	−0.06%
	0.03%
	−0.12%
	0.21%



	Number of Task Points
	350
	400
	450
	500
	550



	    B k    
	604,007.28
	684,670.74
	763,979.28
	845,245.29
	924,528.97



	    B  Bk     
	605,048.35
	684,524.75
	763,773.75
	844,078.89
	924,327.62



	    B  Mk     
	603,285.32
	684,199.66
	763,116.57
	843,955.98
	923,793.98



	    B  e 1     
	0.12%
	0.07%
	0.11%
	0.15%
	0.08%



	    B  e 2     
	−0.17%
	0.02%
	0.03%
	0.14%
	0.02%










 





Table 2. Maximum cost consumed by a single robot before and after load balancing.
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	Number of Task Points
	100
	150
	200
	250
	300



	    B b    
	54,269.45
	81,181.96
	108,845.44
	131,520.16
	147,743.25



	    B a    
	53,375.98
	81,032.54
	93,316.83
	112,898.49
	137,291.67



	    B  limit     
	55,000
	82,500
	110,000
	137,500
	165,000



	    B  m e     
	1.65%
	0.18%
	14.27%
	14.16%
	7.07%



	Number of Task Points
	350
	400
	450
	500
	550



	    B b    
	173,182.07
	180,174.07
	227,561.66
	234,988.05
	262,144.08



	    B a    
	163,373.48
	177,685.42
	211,678.62
	218,080.27
	255,921.90



	    B  limit     
	192,500
	220,000
	247,500
	275,000
	302,500



	    B  m e     
	5.66%
	1.38%
	6.98%
	7.20%
	2.37%










 





Table 3. Standard deviation of cost ratio of each set before and after load balancing.
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	Number of Task Points
	100
	150
	200
	250
	300



	    σ b    
	0.0206
	0.0354
	0.0299
	0.0206
	0.0304



	    σ a    
	0.0167
	0.0337
	0.0061
	0.0034
	0.0114



	    σ e    
	19.09%
	4.90%
	79.72%
	83.44%
	62.49%



	Number of Task Points
	350
	400
	450
	500
	550



	    σ b    
	0.0274
	0.0114
	0.0291
	0.0229
	0.0206



	    σ a    
	0.0173
	0.0088
	0.0230
	0.0133
	0.0199



	    σ e    
	36.97%
	22.43%
	20.76%
	42.16%
	3.53%
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