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Abstract: Image composition involves the placement of foreground objects at an appropriate scale
within a background image to create a visually realistic composite image. However, manual oper-
ations for this task are time-consuming and labor-intensive. In this study, we propose an efficient
method for foreground object placement, comprising a background feature extraction module (BFEM)
designed for background images and a foreground–background cross-attention feature fusion module
(FBCAFFM). The BFEM is capable of extracting precise and comprehensive information from the
background image. The fused features enable the network to learn additional information related
to foreground–background matching, aiding in the prediction of foreground object placement and
size. Our experiments are conducted using the publicly available object placement assessment (OPA)
dataset. Both quantitative and visual results demonstrate that FTOPNet effectively performs the
foreground object placement task and offers a practical solution for image composition tasks.

Keywords: image composition; deep learning; vision transformer; feature fusion; data enhancement

1. Introduction

Image composition [1] is the process of combining foreground objects with a back-
ground image to create a new image that appears natural and realistic. Composite images
have various applications, including poster design, user portrait editing, dataset augmen-
tation, and data enhancement, among others. Traditionally, image composition necessi-
tated manual adjustments, involving resizing the foreground, selecting spatial placement,
and determining geometric rotation angles—a laborious process. However, the evolution
of computer image processing technologies has witnessed the maturation of deep learning-
based image composition methods, delivering superior performance. These methods not
only simplify manual tasks but also enhance the realism of composite images.

The completion of image composition involves addressing several sub-problems, in-
cluding (1) geometric inconsistency [1]: This pertains to issues such as the disproportionate
sizing of foreground objects, improper positioning, and unrealistic occlusion between the
foreground and background scenes; (2) appearance inconsistency [2]: this relates to
challenges like visual disparities between foreground and background scenes, as well as
blurred edge details in the foreground; (3) semantic inconsistency [1]: this encompasses
scenarios where the foreground and background scenes fail to adhere to real-world logic.
Among these sub-problems, addressing geometric inconsistency is often considered the
initial step in image composition, particularly with regard to the precise placement of
foreground objects within the background image.

Nevertheless, limited attention has been given to the placement of foreground ob-
jects in existing research. A few notable approaches, such as task-aware efficient realistic
synthesis of example (TERSE) [3], hierarchy composition GAN (HIC-GAN) [4], and the
object placement network (PlaceNet) [5], employ adversarial training to learn reasonable
distribution information from real images. They subsequently use this information to
determine the size and location parameters of foreground objects [6]. Spatial transformer
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generative adversarial networks (ST-GANs) [7] leverage the spatial invariance properties
of spatial transformer networks (STNs) [8] to enhance the realism of composite images
by efficiently transforming foreground objects to match the background scenes. How-
ever, these approaches suffer from limitations. They often extract extraneous information
when capturing background features, leading to a loss of detailed information and longer
processing times due to redundant background feature extraction.

In this paper, we propose the Fusion Transformer Object Placement Network (FTOPNet)
to streamline the processing of background image feature information, facilitating image
composition. Firstly, we introduce a novel background features extraction module (BFEM)
designed to ensure the network captures richer and more accurate background information.
This focused attention [9] allows the model to match the foreground with the most relevant
areas of the background, ultimately determining the placement, size, and spatial locations
of foreground objects. To achieve this, we designed a module that effectively combines
global and local information from both foreground and background sources.

To summarize, this paper presents the following main contributions:

1. We introduce the two-stage fusion transformer object placement network (FTOPNet)
for foreground object placement in image composition. This network comprises the
innovative background feature extraction module (BFEM) and the foreground and
background cross-attention feature fusion module (FBCAFFM), both contributing to
enhanced plausibility and diversity in composite results.

2. Our BFEM departs from previous methods by not solely relying on global feature
extraction. Instead, it captures features from both large and small regions, combining
them to yield feature vectors that better match foreground objects, providing crucial
information for the final placement.

3. The FBCAFFM is designed to predict the final placement area and foreground object
sizes based on cross-attention mechanisms that deeply fuse foreground and back-
ground feature information from the BFEM. This results in more accurate hybrid
feature representations of the placement results.

4. We retain a simple feature extraction and encoder stage in the model to blend pre-
diction results with hybrid placement predictions. This balances global background
image matching information with local foreground object details to yield final predic-
tions, a strategy demonstrated to be highly effective in our experiments.

2. Related Works

In deep learning-based image composition tasks, most methods primarily emphasize
the proper placement of foreground objects within a background image, the resizing of
foreground objects, and the management of fine details along the object boundaries. These
aspects are commonly referred to as geometric consistency and appearance consistency in
the context of image composition. Successfully addressing these two tasks lays a solid foun-
dation for various other image composition subtasks, such as image harmonization [10] and
foreground object shadow generation [11]. Therefore, the deep learning methods related to
geometric consistency and appearance consistency are mainly introduced as follows.

2.1. Geometric Consistency

The geometric consistency refers to whether the geometric information of foreground
objects in the background image matches, mainly in terms of how to determine the sizes and
positions of foreground objects, and whether foreground objects need to be geometrically
rotated to match the perspective, etc. Tan et al. [12] use the network to predict reasonable
bounding boxes for foreground objects, detecting both local and global scene appearance
information to optimize the placements of these objects. They use alpha matting [13] to
ensure that the foreground objects blend smoothly into the background. However, one
limitation is that the model does not extract the background image information sufficiently,
resulting in the foreground objects being more predominantly positioned in the middle of
the background image. That is, the diversity of object placements is not satisfied.
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Tripathi et al. designed TERSE [3] with adversarial training to improve realism by
judging the resultant images as true or false via a discriminator. However, as with Tan [12],
TERSE [3] also does not achieve significant improvement in the diversity of foreground
placement. Like them, Zhang et al., in their proposed PlaceNet [5], use generative ad-
versarial networks to predict different location distribution information for foreground
objects, further incorporating additional random parameter information to enhance the
diversity of foreground object placement. However, the shortcoming is that the image
compositing often relies on the foreground objects having similar domain information to
the background image.

However, the self-consistent composition-by-decomposition (CoDe) proposed by
Azadi et al. [14] overcomes the shortcomings of PlaceNet [5]. The network is no longer
limited to domain-similar foreground objects and background images but is able to take
images from two different distributions and calculate their joint distributions based on the
texture, shape, and other information of the input content. At the same time, the model
rotates, scales, and pans the foreground objects and takes part in the content masking in
the composition process to obtain a more realistic result image.

2.2. Appearance Consistency

Appearance consistency primarily refers to how the appearance feature information
of the foreground objects themselves fits into the background image. This includes blurring
the edge details of the foreground objects when they are composited into the background
image, and addressing instances where the foreground objects are obscured by other objects
in the background image. To achieve more realistic results in composite images, some
tasks often address the appearance consistency problem in conjunction with geometric
consistency, as shown by CoDe [14].

Chen et al. designed geometrically and color-consistent GANs (GCC-GANs) [2] to
address both geometric consistency and color harmony during adversarial learning, thereby
managing occlusion and color harmony problems, respectively; the model is also able to
automatically compose images from different sources. Tan et al. [15] conducted the image
composition operation after discerning the occlusion relationship by estimating the depth
information of the foreground objects. They detected the support area (e.g., ground plane)
of the foreground objects based on this information and the objects’ boundary information.
However, its shortcoming is that the model extracts the region of interest (ROI) of the image
by semantic segmentation, but inaccurate segmentation can cause the foreground objects to
display artifact information, impacting the composite results. To avoid artifact information,
Zhang et al. proposed the dense-connected multi-stream fusion image composition (MLF)
network [16] for portrait composition tasks. This network can process feature information
of portrait foreground and background images at different scales. It pays greater attention
to the boundary artifact information induced by imperfect foreground objects’ masks and
color decontamination, working to enhance the geometric and appearance consistency of
the resulting images.

Recently, Zhou et al. innovatively considered the object-placement task as a graph
completion problem and proposed the graph completion network (GracoNet) [6], a model
based on the graph completion module (GCM), which considers the background image as
a graph with multiple nodes, treats foreground objects as special nodes, and inserts fore-
ground nodes into the background graph with appropriate location and size information
through model learning, resulting in significant improvement in foreground placement
diversity; moreover, a dual-path framework is designed based on the GCM to address the
mode collapse problem [17].

3. Proposed Method

To achieve image composition, the network must extract feature information from both
foreground objects and the background image. It should also derive suitable placement
information for foreground objects based on background feature information, including
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spatial positioning. Simultaneously, it should utilize the foreground feature information to
determine the sizes of the foreground objects and whether geometric angle adjustments are
necessary. Ultimately, the goal is to produce the actual composite images.

Hence, our FTOPNet comprises two stages: one for completing the feature information
extraction stage for the foreground objects and the background image, and the other for the
adversarial training required to achieve image composition. In the initial stage, foreground
objects are obtained based on the input source image and object mask image. Spatial
transformer networks (STNs) [8] are employed for geometric and spatial transformations
to adapt them to various background images. Subsequently, the foreground objects’ en-
coder performs feature extraction and obtains the foreground feature vector (FFV). While
extracting features from the background image, rather than utilizing direct global feature
extraction, we adopt the feature extraction approach inspired by the Swin transformer
(SwinViT) [18]. This method extracts features from the background image in layers and
different local windows, allowing the network to concentrate on patch blocks suitable
for foreground object placement, thus reducing the computational overhead to obtain the
background feature vector (BFV).

Subsequently, upon completing the feature extraction from foreground objects and
background images, they are employed as inputs to the FBCAFFM. Within this module,
a multi-head cross-attention mechanism [19] is applied to emphasize the portion of the
BFV that aligns well with the FFV. This signifies that foreground objects placed in the
background image receive higher scores, and the resulting BFV is output alongside the FFV,
forming the cross-attention foreground–background correlation feature vector.

In the second stage, a simple decoder generates the position prediction P_a by re-
ceiving only the FFV and BFV. Conversely, the hybrid decoder’s input comprises not only
the FFV and BFV but also the cross-attention foreground–background association feature
vector. Simultaneously, introducing a random vector sampled from the U (0, 1) uniform
distribution space enhances the diversity of the foreground object placement [5]. It also
provides information about the foreground object’s position coordinates in the background
image and its size, denoted as P_b. The final prediction result P is obtained through the
addition operation. During the training process, the accuracies of the encoder-generated
results are enhanced by iteratively updating the focus area of the FBCAFFM. The FTOPNet
encompasses these two stages, as depicted in Figure 1.

Figure 1. The overall framework of the fusion transformer object placement network (FTOPNet).
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3.1. Design of the Background Feature Extraction Module

Unlike PlaceNet [5], TERSE [3], HIC-GAN [4], and some other networks [20] in process-
ing background images, global features are typically extracted directly from the background
image. However, this approach is susceptible to the loss of local background feature infor-
mation and may lead to the neglect of suitable foreground object placement. Therefore,
in this work, we propose a reconfiguration of the background image feature extraction
process and introduce the BFEM to improve the accuracy of background feature extraction
while reducing computational complexity. Our focus is on identifying regions within
the background image that are conducive to foreground object placement, as opposed
to excessively emphasizing irrelevant or unsuitable local regions. The BFEM module is
illustrated in Figure 2.

Figure 2. Background feature extraction module (BFEM).

In the BFEM, both large and small branches are utilized to extract features at differ-
ent scales from the background image. In the large branch, the input image X(H, W, C)

is divided into different patches X(H/4, W/4, C)
large by convolution; these patches are then

flattened and sent to the linear projection layer, where the position information of each
patch is added to the large embedding. The feature vector Vlarge is then obtained using the
large transformer encoder. Similarly, in the small branch, a more detailed image-slicing
operation is performed, reducing X(H, W, C) to X(H/8, W/8, C)

small , and the feature vector Vsmall
is derived through the small transformer encoder. To complete the fusion of features
from the small and large branches at different scales, the two types of embedded patches
are merged, and the fused feature vector Vf usion is generated using the base transformer.
The aforementioned feature vectors Vlarge, Vsmall , and Vf usion are concatenated to produce
the final feature vector from the background image. The purpose of this is to fully fuse
large patch information, small patch information, and fusion feature information, which
enables the network to better discover the background areas of suitable foreground objects
during training.

The input of the transformer encoder is as follows:

Trans f ormer_Encoder_Large/Smallinput =
N−1

∑
i=0

Patchi

(
p2 · C

)
(1)

where C represents the number of channels, p denotes the size H ×W of each patch in the
large branch and small branches, and N is calculated as (Hinput ×Winput)/p2.

3.2. Design of Foreground–Background Cross-Attention Feature Fusion Module

After extracting the feature information of the foreground object and the background
image, simply decoding the placement position and size based on the feature information of
both often results in suboptimal outcomes. Therefore, we designed FBCAFFM to enhance
the accuracy of foreground object placement and improve the visual realism of composites.
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Inspired by the cross-attention module (CAM) employed in the cross-attention multi-
scale vision transformer (CrossViT) [19], which splits images into different scales and
employs cross-attention through two paths (the small branch and large branch), using
a transformer encoder to derive the final classification results, we adopted a different
approach in FBCAFFM. Here, we directly encode the foreground object into the FFV using
an encoder. Simultaneously, the background image is encoded using three paths (large,
small, and merge) within the BFEM to obtain the BFV. These FFVs and BFVs are then fed
directly into the large and small branches in CAM. Additionally, CLS (class) tokens are
introduced to learn abstract feature information within their respective branches. This
setup allows the model to acquire information from different scale levels (background
patches) from each other, facilitating enhanced extraction of background features more
conducive to foreground object integration. The FBCAFFM is illustrated in Figure 3.

Figure 3. Foreground–background cross-attention feature fusion module (FBCAFFM).

The FFV and BFV obtained from the feature extraction stage have their dimensions
changed from [s, dim_embedding] to match the input feature dimensions of FBCAFFM,
resulting in [s, 256, 96] and [s, 196, 192], respectively. With the addition of CLS tokens, their
dimensions become [s, 257, 96] and [s, 197, 192], which represent the input dimensions of
the small branch and large branch, respectively. Then, position embeddings are added,
and a multi-scale transformer is employed for feature fusion. Finally, to ensure that the
output fusion feature vector can be directly accepted by the decoder in the second stage, its
dimension is set to [s, dim_embedding], where s and dim_embedding denote the number of
sampled random variables [5] and the dimension of embedding, respectively.

As a result, the cross-attention processing can be expressed as follows:

x = [ f (FFVcls) || FFVvector], y = [ f (BFVcls) || BFVvector] (2)

x, y represent the FFV/BFV from small/large branches and concatenate their respective
CLS tokens, as follows:

q = xclsWq, k = yWk, v = yWv (3)

Attention = So f tmax(
qkT
√

C/H
) (4)

CrossAttentionoutput(FFV, BFV) = Attention · v + f (FFVcls) (5)

CAFV = [g(CrossAttentionoutput) || FFVvector] (6)
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This is to obtain the fusion feature vector. Following CrossViT [19], f (·) and g(·) are
projections to align dimensions. || denotes the operation of concatenation, C and H are the
embedding dimensions and number of heads, Wq, Wk, Wv ∈ R(C×C/H) are linear learnable
weights for the query, key, and value, respectively.

After obtaining the cross-attention feature vector (CAFV) by FBCAFFM, following
conditional GAN loss [21], we define the fusion adversarial loss to enable the network to
fuse the key feature information of the foreground and background and use it for placement
location prediction, which is defined as follows:

Lreal_ f usion = αEx∈pdata(x)

[
log(D(y| f , b)) + log

(
D
(

y|Ff , Fb, F
))]

(7)

L f ake_ f usion = βEz∈p(z)

[
log(1− D(G(z| f , b)| f , b)) + log

(
1− D

(
G
(

z|Ff , Fb, F
)
|Ff , Fb, F

))]
(8)

where D denotes the discriminator, G denotes the generator, f denotes the foreground, b
denotes the background, y denotes the ground truth of the placement, z is the random
variable in U (0, 1) uniform distribution, Ff , Fb, and F denote the fusion of the foreground,
background, and both, G(z| f , b) and G(z|Ff , Fb, F) denote the predicted placements, α , β,
and λ denote the hyperparameters that we set at 0.9, 0.9.

In addition to that, reasonable prediction of foreground object placement is not our
ultimate goal; we expect the network to learn other placement information to satisfy
diverse requirements without loss of plausibility. Therefore, we first randomly sample the
extracted feature vector BFV and FFV from BEFM in different dimensions to obtain Fi

f , Fj
f ,

Fi
b, and Fj

b, and dimensionally reconstruct Ff and Fb by fusing the corresponding feature
vector. The further fusion of the two, together with the result of CAFV from FBCAFFM,
constructs the reconstruction fusion loss, which we denote as RF

i,j. Meanwhile, following
the diversity loss of PlaceNet [5], we consider the placement prediction results ya, yb from
the different generators. With the fusion results y, more placement schemes can be obtained
by calculating the variation of pairwise distances with random variables [22]. And unlike
the single diversity loss [5], which computes the distance between the predicted outcomes
y and z, we merged the different predicted outcomes ya, yb, y with the distance between z,
which we denote as Dz,y

i,j . Finally, the fusion diversity loss is as follows:

Lgan_ f usion_div(y, z, Ff , Fb, F) = λ

∥∥∥∥∥ RF
i,j

S2 + S
−

N

∑
i=1

N

∑
i 6=j

Dz,y
i,j

∥∥∥∥∥ (9)

RF
i,j =

1
N ∑

i=j

(
S

∑
i 6=j

Fi,j
f +

S

∑
i 6=j

Fi,j
b

)
+

N

∑
i

Fi (10)

Dz,y
i,j =

1
N

[
3Dz

i,j −
(

Dya

i,j + Dyb

i,j + Dya+yb

i,j

)]
(11)

where ya and yb denote the predicted locations, z denotes the random variable from
U (0, 1) uniform distribution, Fi,j

f and Fi,j
b denote the feature vector of the foreground and

background, F denotes the fusion feature vector, N and S denote the different numbers
of sampled random variables in D and R; i,j indicate the sample indices, λ denotes the

hyperparameter that we set at 0.3. Following PlaceNet [5], Dz
i,j, Dya

i,j , Dyb

i,j are the normalized
pairwise distance matrices; they are defined as follows:

Dz
i,j =

||zi − zj||
∑j ||zi − zj||

, Dya

i,j =
||ya

i − ya
j ||

∑j ||ya
i − ya

j ||
, Dyb

i,j =
||yb

i − yb
j ||

∑j ||yb
i − yb

j ||
(12)
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After designing the fusion adversarial loss and fusion diversity loss, we use θG and
θD to represent the learnable weights in G and D, so the optimization objective can be
expressed as follows:

min
θG

max
θD

Lreal_ f usion(D) + L f ake_ f usion(G, D) + Lgan_ f usion_div(y, z, Ff , Fb, F) (13)

4. Experiments and Results

In this section, we describe the publicly available datasets used in our study and
provide an overview of our experimental process and methodology. Furthermore, we
conduct a comparative analysis with existing image composition techniques, followed by an
ablation study of our model. Finally, we present visualizations of the experimental results.

4.1. Datasets

In previous studies on image composition, various datasets were employed by re-
searchers to address specific tasks [2–5,7,12,14–16]. Prior to the introduction of GracoNet [6],
there was no standardized public dataset available for this purpose. We adopted the
OPA dataset for our experiments [23], which is a public dataset that was designed for
image composition. To ensure a comprehensive assessment of our model, we exclu-
sively utilized the OPA dataset for both training and testing. The OPA dataset comprises
62,074 composite images for training, of which 21,376 are positive samples and 40,698 are
negative samples. For testing, it includes 11,396 composite images, with 3588 positive
samples and 7808 negative samples. The dataset contains annotations for 1389 distinct
background scenes and 4137 unique foreground objects, spanning across 47 categories.
Consequently, our training process involved using the OPA training set to train FTOPNet,
and subsequently, we evaluated its performance on the OPA test set, specifically utilizing
the 3588 positive samples. During the validation phase, FTOPNet processed the fore-
ground/background pairs of each positive test sample as input, generating 10 composite
images through random sampling for quality assessment [6,23].

4.2. Implementation Details

All the images were resized to 256 × 256 and normalized before being input to the
model. The foreground object and background image were converted into feature vectors
(FFV and BFV) by their respective encoders. It is important to note that BFV is obtained
using BFEM, and the dimensions of FFV and BFV are unified as [256, 96] and [196, 192],
respectively. The decoder consists of two groups (linear, BatchNorm, ReLU) that generate
locationsa from the input FFV and BFV. Subsequently, FBCAFFM is used to obtain the
fusion feature vector CAFV. At this stage, we input the FFV, BFV, CAFV, and a vector
randomly sampled from U (0, 1) into the hybrid decoder. Finally, the output Locationsb
of the hybrid decoder underwent an ‘addition’ operation with Locationsa to obtain the
predicted location.

Our model was trained with batch sizes of 16 for 12 epochs on a single RTX A5000 GPU
(NVIDIA Corporation, Santa Clara, California, United States). The initial learning rate was set
to 1 × 10−4, and the weight decay value was configured as 5 × 10−4. We selected the Adam
optimizer with β1 = 0.9 and β2 = 0.999. For the embedding dimension C, we set it to 512,
and the fully connected layer (FC) dimension of G and D was also 512. The hyperparameters
were configured as follows: the random noise sampling count N was set to 4, the number of
sampling points in the fusion feature S was set to 96, and the values of α, β, and λ for the
fusion loss were set to 0.9, 0.9, and 0.3, respectively.

4.3. Evaluation Metrics

In order to evaluate the quality of the composite image, we consider the following as-
pects: (1) the plausibility of the composite images, (2) the disparity with the labeled image,
(3) the diversity in foreground placement, and so on. Therefore, following the methodol-
ogy introduced in GracoNet [6], we employ accuracy [6] and Fŕechet Inception Distance
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(FID) [24] to assess the plausibility of the resulting images, while Learned Perceptual Image
Patch Similarity (LPIPS) [25] is utilized to gauge the diversity of foreground object placement.
The specific details of each metric are described as follows:

• Accuracy. It was first introduced in GracoNet [6], which enables the quantitative
assessment of composite image quality. This approach extends the simple yet effec-
tive baseline in the OPA (SimOPA) [23] model to evaluate the accuracy of the object
placement generation results. The extended model operates as a binary classifier that
distinguishes between reasonable and unreasonable object placements. Accuracy is
then defined as the proportion of generated composite images classified as positive by
the binary classifier during inference [6]. Using the accuracy metric not only stream-
lines the process of determining the realism of composite images, but also mitigates
potential subjective discrepancies among different human evaluators, resulting in
more consistent ratings for the same composite images.

• FID. To enable the comparison with ground truth, the realism of the placement can be
quantified by calculating the FID [24], which measures the dissimilarity between the
two distributions. A lower FID suggests that the distribution of composite images is
closer to that of the ground truth, indicating a higher likelihood of the image being
considered realistic.

• LPIPS. Following GracoNet [6], we utilized LPIPS [25] to quantify the diversity of
the model’s generated results. By sampling the random vector 10 times, they ob-
tained 10 different composite results. LPIPS was calculated for all 10 different results
for each test sample, and the average LPIPS was computed across all test samples.
Higher LPIPS scores indicate greater diversity among the images, signifying enhanced
generative diversity.

4.4. Comparison between Existing Methods

To further validate the effectiveness of the proposed method, three baselines: TERSE [3],
PlaceNet [5], and GracoNet [6] were selected for comparison on the OPA dataset. To verify
their performance in the image composition task, the redundant modules in TERSE [3]
and PlaceNet [5] were removed [6], and the quantitative comparison results are shown in
Table 1.

Table 1. Comparison between different methods on the OPA dataset.

Method Accuracy ↑ FID ↓ LPIPS ↑
TERSE [3] 68.2 47.45 0

PlaceNet [5] 71.5 34.91 13.7
GracoNet [6] 84.1 29.62 20.5

FTOPNet (Ours) 84.4 24.46 11.3

From the results, it is easy to see that our model outperformed the latest model,
GracoNet [6], in terms of accuracy and FID values, but the results are not as effective in
terms of diversity (LPIPS), which we explain in detail here in the discussion section.

4.5. Ablation Studies
4.5.1. Different Types of Background Encoders

To assess the effectiveness of our proposed BFEM, we conducted a comparison with
state-of-the-art feature extraction methods, including ResNet-18 [26], pyramidal convo-
lution (PyConv) ResNet [27], pure ConvNet (ConvNeXt) [28], and vision transformer
(ViT) [29]. The experimental results are presented in Table 2.
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Table 2. Comparison between different types of encoders in background feature extraction.

Method Accuracy ↑ FID ↓ LPIPS ↑
ResNet-18 [26] 81.3 29.72 6.5

PyConv-ResNet [27] 76.6 24.92 16.7
ConvNeXt [28] 82.8 29.42 5.8

ViT [29] 80.7 27.55 8.1
BFEM (Ours) 84.4 24.46 11.3

When it comes to feature extraction from the background image, different modules ex-
hibit notable differences in performance. For instance, upon employing PyConv-ResNet [27],
the LPIPS score for the composite result reaches the highest value of 16.7, surpassing the
13.7 achieved by PlaceNet [5]. However, the results for accuracy and FID are less satisfactory.
ResNet-18 [26], ConvNeXt [28], and ViT [29] all achieve high accuracy scores of 80, but their
FID results are not particularly outstanding, and they exhibit poor diversity. On the other
hand, when BFEM is utilized as the feature extraction module for the background image, it
leads to ideal accuracy and FID values, with an acceptable LPIPS score.

4.5.2. Different Values of Hyperparameters

In the FBCAFFM, the random vector z and the number of hybrid feature samples s
play pivotal roles in determining the diversity and plausibility of the composite results.
The purpose of z is to aid in achieving foreground placement by generating a random
sampling vector from the U (0, 1) space. On the other hand, the hybrid feature-sampling pa-
rameter s is responsible for defining the feature dimensionalities of FFV and BFV to ensure
they can capture sufficient and precise feature information. We conducted a comparison
using different values of z and s, and the results are presented in Tables 3 and 4. Ultimately,
we selected z = 4 and s = 96 for all our experiments.

Table 3. Comparison with hyperparameter Z .

Z Accuracy ↑ FID ↓ LPIPS ↑
2 70.3 24.73 9.6

4 (Ours) 84.4 24.46 11.3
6 77.2 36.37 4.4
8 77.5 26.52 8.2
12 77.7 26.67 8.8

Table 4. Comparison with hyperparameter S .

S Accuracy ↑ FID ↓ LPIPS ↑
16 67.1 19.84 15.3
32 77.0 28.31 8.3
64 71.7 22.82 10.8
80 81.0 27.83 7.8

96 (Ours) 84.4 24.46 11.3

The foreground and background features undergo distinct feature extraction mod-
ules, resulting in feature dimensions of [256, 96] and [196, 192], respectively. To maintain
uniformity in random sampling across the same feature dimension, we selected a value of
dim = 2 in FFV as the maximum value for s. Subsequently, for different comparisons, we
sequentially decrease s by 16.

4.5.3. Practicality of Different Loss Functions

In Section 3.2, we introduced the fusion adversarial loss, which modifies the con-
ditional GAN Loss [21] to create Lreal_ f usion and L f ake_ f usion by incorporating fusion fore-
ground features, fusion background features, or both. To validate the effectiveness of the
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fusion adversarial loss function, we conducted experiments where we removed the parts
with fusion features while keeping the original components for comparison. These experi-
ments are presented in the first and second rows of Table 5. Additionally, we designed the
fusion diversity loss Lgan_ f usion_div to enhance the diversity of foreground object placement.
To assess whether it improves the LPIPS score, we conducted an experiment in the third
row of Table 5 where we removed it.

Furthermore, in rows 4 and 5, we retained the fusion adversarial loss and fusion
diversity Loss, respectively, to investigate their combined impact on composite results.
The experiment results in rows 6 demonstrate that both fusion adversarial loss and fusion
diversity loss with fusion feature significantly contribute to enhancing the plausibility and
diversity of the composite results.

Table 5. Comparisons between the loss functions of different combinations.

Method Accuracy ↑ FID ↓ LPIPS ↑
w/o Lreal_ f usion 77.9 27.17 8.3
w/o L f ake_ f usion 62.8 26.33 8.1

w/o Lgan_ f usion_div 70.0 26.27 6.6
w/ L f usion_adversarial 74.2 27.07 1.9

w/ Lgan_ f usion_div 82.3 27.50 7.6
All 84.4 24.46 11.3

In addition, we incorporated the fusion diversity loss into the objective function to act
as a balancing factor during the optimization process. This allows the network to effectively
utilize the diversity of fusion learning. We introduced the parameter λ in Equation (9) to
control the impact of the fusion diversity loss. We explored a range of values, from 1/λ to
[1, 5], and the results in Table 6 demonstrate the influence of different lambda values on the
final results. Consequently, we selected λ = 1/3 for all our experiments, as it yielded the
most plausible and diverse composite images.

Table 6. Coefficient λ in fusion diversity loss.

1/λ Accuracy ↑ FID ↓ LPIPS ↑
1 71.3 38.63 7.0
2 82.3 26.17 8.1

3 (Ours) 84.4 24.46 11.3
4 82.6 22.76 10.7
5 71.9 20.24 13.9

4.5.4. Finalization of Placement Parameters

In FTOPNet, the FFV and BFV are retained, and predicted parameters P_a are ob-
tained by the decoder, as well as predicted parameters P_b obtained by the hybrid decoder.
To obtain optimal parameter information for foreground placements, we applied different
treatments to P_a and P_b, including P_a-only , P_b-only, concatenation operation, and ad-
dition operation. The results for the different treatments of the placement parameters are
presented in Table 7.

Table 7. Comparisons between different operations of placement results.

Method Accuracy ↑ FID ↓ LPIPS ↑
only P_a 64.7 24.96 15.5
only P_b 58.9 46.63 1.5

concat (P_a,P_b) 61.4 26.67 15.0
add (P_a,P_b) (Ours) 84.4 24.46 11.3
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4.6. Visualization of Foreground Object Placement Results

To visually demonstrate the compositional effects of different models, we first ran-
domly selected six composite images from the pool of results. These composite images
feature various combinations of foreground objects and background images. The com-
parison results of different models are presented in Figure 4. Subsequently, we showcase
the results of placing different foreground objects within the same background images in
Figure 5. Additionally, in Figure 6, we display the results of placing the same foreground
objects against different background images.

Figure 4. Visualization of object placement results for different methods on the OPA test set with
different foreground objects and different background images.

Figure 5. Visualization of object placement results for different methods on the OPA test set with
different foreground objects and the same background images.
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Figure 6. Visualization of object placement results for different methods on the OPA test set with
same foreground objects and different background images.

To assess the diversity in the placement of foreground objects, we conducted 10 placements
using the same background and foreground objects. In Figure 7, we present the comparison
results of different models, showcasing 6 of these placements.

Figure 7. Visualization of object placement diversity results for different methods on the OPA test set
(fire hydrant) by sampling different random vectors.

From the results presented in Figures 7 and 8, it is evident that TERSE [3] consistently
produces identical placement results in multiple instances, indicating a lack of diversity in
its placement ability. This is reflected in its LPIPS result, which is 0. In contrast, the place-
ment results of other models vary, and the greater the variation, the higher the LPIPS score,
suggesting a stronger diversity in their placement abilities.

Although the FTOPNet LPIPS scores in the quantitative results may not be as im-
pressive as those of GracoNet [6] or even PlaceNet [5], one possible explanation is that in
some composite images, the available positions for placing foreground objects are very
limited. The model may have recognized that offering too many position choices would
compromise the overall plausibility of the composite images, resulting in relatively stable
position choices.
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Figure 8. Visualization of object placement diversity results for different methods on the OPA test set
(zebra) by sampling different random vectors.

5. Discussion

From the experimental results, it becomes evident that in the domain of image compo-
sition, exemplified by TERSE [3], HIC-GAN [4], and PlaceNet [5], extracting global feature
information solely from the background image often leads to suboptimal performance in the
final composition. This limitation is rooted in the network’s tendency to overlook critical in-
teraction information between foreground objects and background features. In contrast, our
FTOPNet benefits from an enhanced background information extraction module and the
fusion of foreground and background features. As a result, the network effectively captures
the association information between foreground and background elements, facilitating
more accurate and intuitive placement predictions. Although our results demonstrate
modest enhancements over GracoNet [6] concerning accuracy and FID, they still exhibit a
deficiency in diversity. This implies that our FTOPNet is designed with a strong emphasis
on goal-oriented training, potentially hindering its flexibility in generating a wider range of
diverse composite results. The model tends to favor compositions that closely resemble real
images, avoiding overly diverse outcomes that might compromise realism (as illustrated in
Figure 7, where the lower-right corner demonstrates a realistic foreground placement).

Moreover, the current state of image composition research fails to address a fundamen-
tal challenge: the automatic and precise matching of foreground and background images.
While our approach instructs the network to compose paired images through tagging,
the ideal image composition model should possess the capability to autonomously select
suitable pairs from the pool of foreground objects and background images, subsequently
completing the composition task. This necessitates that the model acquire additional log-
ical reasoning abilities to comprehend high-level semantic and contextual information
pertaining to foreground objects and background scenes.

Related studies, such as CAIS [30], UFO [31], Li et al. [32] , Wu et al. [33], and GALA [34],
have explored foreground object search (FoS) within the context of matching the foreground
object to the target background image. These approaches typically involve marking the
location information using bounding boxes within the background image. Subsequently,
they employ techniques like knowledge distillation [32,33] or adversarial learning [31,34]
to search for suitable foreground objects from predefined categories. However, this strategy
introduces a conflict with the image composition task, as it requires manual annotation
of location information, which should ideally be learned automatically by the composi-
tion network. Therefore, future research in image composition should explore avenues
to address the FoS challenge, with the goal of establishing a more holistic and perfected
composition process.
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6. Conclusions

In this paper, we introduced the fusion transformer object placement network (FTOP-
Net) as a novel solution for image composition tasks. FTOPNet comprises two key com-
ponents: a background feature extraction module (BFEM) and a foreground–background
cross-attention feature fusion module (FBCAFFM). These modules are designed to enhance
the plausibility and diversity of foreground object placement in composite images. To as-
sess the model’s performance in image composition, we conducted experiments using the
publicly available OPA dataset. Our results demonstrate that FTOPNet excels in the task of
foreground object placement during image composition. Furthermore, there is significant
potential for future improvements to FTOPNet. Specifically, we aim to further enhance the
diversity of foreground object placement while maintaining the plausibility of the results.

In conclusion, our research is dedicated to the task of image composition, specifically
foreground object placement, and it efficiently accomplishes data augmentation with a
small dataset. This not only reduces time and labor costs but also provides a substantial data
foundation for our subsequent computer vision research tasks, such as image classification,
image segmentation, and object detection. Currently, numerous research efforts have
focused on utilizing composite image data, yielding excellent results. Our work can
greatly facilitate these efforts in dataset creation. Furthermore, image composition has
wide-ranging applications in various aspects of our daily lives, including user portrait
editing, poster and advertising production, game promotion, and autonomous driving,
among others.
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