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Abstract

:

Traffic classification plays an essential role in network security and management; therefore, studying traffic in emerging technologies can be useful in many ways. It can lead to troubleshooting problems, prioritizing specific traffic to provide better performance, detecting anomalies at an early stage, etc. In this work, we aim to propose an efficient machine learning method for traffic classification in an SDN/cloud platform. Traffic classification in SDN allows the management of flows by taking the application’s requirements into consideration, which leads to improved QoS. After our tests were implemented in a cloud/SDN environment, the method that we proposed showed that the supervised algorithms used (Naive Bayes, SVM (SMO), Random Forest, C4.5 (J48)) gave promising results of up to 97% when using the studied features and over 95% when using the generated features.
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1. Introduction


Nowadays, we can see a drastic increase in access to internet applications as people rely more and more on the internet. Consequently, there is a significant demand for good management and classification of network traffic [1]. Our research falls into the area of network traffic classification, which has been extremely active for more than a decade. The applications of traffic analysis range from security and anomaly detection to network management and traffic engineering [2]. The uses of the internet have undergone several changes in recent years; starting as a network for the simple transfer of binary and textual data without constraints of time or speed, the internet experienced its first revolution with the appearance and democratization of the web and a demand for more and more important bandwidth. Nowadays, with the appearance of streaming applications, such as real-time video transmission, IP telephony, and internet television, its use obliges even stronger constraints. The internet must, therefore, be able to provide users and their applications with the quality of service (QoS) they need. It must evolve from the offering of a single “best effort” service to a multi-service offering. Over the last few years, QoS has emerged as a major issue in the internet [3].



Furthermore, the increase in the complexity of the internet and its numerous interconnections, the heterogeneity of its resources in terms of technologies, but also in terms of dimensions, and the characteristics of its traffic, as well as new applications with diverse and evolving needs, add many characteristics to internet traffic that are far from the traditional ones. In particular, it has been shown that applications used to exchange large data, for example, change the distribution of file sizes [3], which has the particularity of creating long dependency properties and self-similarity in traffic. The latter translate into high traffic variability, which affects the stability and quality of services offered, decreases overall network performance, and, thus, results in QoS/performance degradation. The improvement of internet architectures and protocols (e.g., software-defined networks—SDN, an emerging technology for solving network complexity, by basically separating the data and control planes to allow better management and innovation) is closely linked to the knowledge and understanding of the characteristics of internet traffic because they indicate the types of mechanisms to be deployed to adequately address user needs and network constraints. Consequently, the development of tools based on intelligent metrology, technologies allowing the collection of information in internet traffic, and methods allowing the analysis and classification of its characteristics by using, for example, machine learning are very important subjects for the fields of network engineering and research. Accurate traffic classification, especially for real-time traffic, is very important for not only network management, but also for intrusion detection and security monitoring in order to discover abnormal behaviors and prevent data breaches.



There are multiple approaches to traffic classification [1], as shown in Figure 1, such as the port-based method, which utilizes the port numbers that an application uses to match traffic to its corresponding source. Even though it was previously the quickest and most effective method, the latter is used less with all of the current changes in the field. In addition to that, there is the payload-based technique. It uses measurable packets’ payload properties, but it faces many restrictions, such as encryption and confidentiality issues. The last method of classification in the schema, which is based on flow statistics combined with machine learning, is the most promising technique. This is the approach used in our work.



Machine learning (ML) is a field of artificial intelligence and a scientific discipline that covers several areas of study: mathematics, statistics, and algorithms [1]. The diversity of these anchors contributes most certainly to the success of this discipline, whose work has been characterized by great creativity in the design of algorithmic methods, the search for a solid mathematical foundation to support the methods developed, and attention to natural mechanisms of learning and generalization.



A great deal of attention has been given to the natural fields of applications, as evidenced by the exponential growth of learning in areas such as data mining and pattern recognition. Their aim is to improve the performance of a machine when performing a task by using a set of exercises. The multiple ways of expressing this triplet (performance, task, exercise) make it possible to develop many theoretical frameworks for a field, including that of statistical learning, to develop different models by using generative or discriminant examples, and to apply them to various tasks, such as chess, driving, and classification.



Machine learning algorithms can be categorized according to the type of learning that they employ:




	
Supervised learning includes the tasks of classification, regression, and ranking. It usually involves dealing with a prediction problem. Supervised classification consists of analyzing new data and assigning them to a predefined class according to their characteristics or attributes. The algorithms are based on decision trees, neural networks, the Bayes rule, and k-nearest neighbors. Moreover, an expert is employed to correctly label examples. The learning must then find or approximate the function that allows the assignment of the correct label to these examples. Linear discriminant analysis and the support vector machine (SVM) are typical examples.



	
Unsupervised learning (clustering, segmentation) differs in that there are no predefined classes; the objective is to group records that appear to be similar into the same class. The problem is that of finding homogeneous groups in a population. Techniques for aggregation around mobile centers or hierarchical bottom-up classification are often used. The essential difficulty in this type of construction is validation. No experts are required. The algorithm must discover the structure of data by itself. Clustering and Gaussian mixtures are examples of unsupervised learning algorithms.








The main contribution of this paper is the study of the classification of cloud network traffic managed by an SDN by using machine learning techniques. There is a rising number of papers working separately on traffic classification in SDNs or cloud traffic, but as our proposed integration of the two environments (an SDN controller and cloud platform) has not been discussed before, our goal in this work is to tackle this traffic and study it for classification within our deployed testbed’s real traffic. The generated traffic flows belonged to a Linux virtual machine that was installed and run from a cloud platform whose network was managed by the OpenDaylight SDN controller. We conducted controlled experiments to build models for four different supervised ML algorithms (Naive Bayes, SVM, Random Forest, and C4.5) with the aim of having the most accurate model for classifying an application’s traffic. These experiments consisted of the separate use of two applications (YouTube and Facebook), where the user interacted in each case to generate traffic flows, enabling the knowledge of what application was actually in use. The data collected in each experiment were considered as training data, and test data were randomly collected to test the trained modules. Moreover, we showed how the selection of features could affect the final results by using two different sets in this paper.



This paper is organized as follows. Section 2 describes related work on traffic classification in SDN and cloud environments and the latest trends and challenges, while Section 3 details the process of collecting traffic data and selecting traffic features for the experiments. Section 4 describes the methodology of the training and classification process, as well as the experimental design, while in Section 5, the results are analyzed and discussed in more detail. Finally, Section 6 concludes the paper.




2. Related Work


The literature on traffic classification alone is extremely rich; however, the methods proposed in the papers that we reviewed vary from one to another, while the common fact is that they all combine more than one algorithm to achieve better classification and accuracy. We observed that the number of articles related to this theme was limited, and they were already summarized in a previous survey [1] (August 2018). Then, in a more recent study, the authors of [4] (September 2022) updated the survey.



For instance, in [5], the authors used ML algorithms to classify network traffic by application, similarly to the approach in this study, but in a traditional network. By using data labeled by application, they trained some ML models that were recognized by the classifier, including Skype, Post Office Protocol 3 (POP3), the Domain Name System (DNS), Torrent, and Telnet. They tested the following six different classification models and compared their accuracy: Support Vector Machine (SVM), Random Forest, C4.5, AdaBoost, MLP, and Radial Biased Function (RBF).



At this point, we can also say that few papers have discussed traffic classification in SDNs. Papers mentioning the SDN controller OpenDaylight were mainly focused on security and anomaly detection, rather than classifying traffic.



However, in [6], the authors used both statistical and deep packet inspection (DPI)-based approaches in their classification model. They assumed that using DPI techniques and a machine learning classifier would help achieve a higher accuracy. However, that did not change the fact that DPI techniques require more calculation time and face encryption issues. In this paper, they did not mention what SDN controller they used, and they only mentioned that their classifier was implemented in the control plane.



On the other hand, the authors of [7] claimed to propose a new method for classifying traffic in an SDN by using four different neural network algorithms: feedforward, multilayer perceptron (MLP), nonlinear autoregressive exogenous multilayer perceptron (NARX (Levenberg–Marquardt)), and Naive Bayes. They also mentioned using the OpenDaylight controller with real-time campus traffic to test their model (but this was not a cloud-based environment), and they used 13 features in their training set. However, the last feature that they used (AppPRO: protocol of the application layer) was said to be added manually, and the utility and values of this were not clear, nor if it affected the final results.



In [2], the authors tackled traffic classification in an SDN by using a network application to collect traffic flows—exclusively transmission control protocol (TCP) traffic. Several packets of information were gathered by using different methods, such as Packet IN messages, to extract source/destination IP addresses and port addresses. Then, they used the controller to collect the first five packet sizes and timestamps as the next five packets after the initial handshake between the server and client flow went through the controller. The flow duration was calculated by subtracting the timestamp of the initial packet and the timestamp of the message received by the controller regarding the removal of the flow entry. So, overall, they used 12 features, which were slightly similar to the features studied in this work; then, they compared the accuracies of three ML algorithms’ models, which were lower than those in our tests: Random Forest (highest 96%), Stochastic Gradient Boost (highest 93%), and Extreme Gradient Boost (highest 95%).



In [8], Eom, Won-Ju et al. proposed a machine learning network classification system that used a software-defined (SDN only) technique that was implemented at the network controller level (RYU). The system was used for traffic classification, and the overall system performance significantly improved in terms of some standard QoS parameters, such as accuracy, precision, and training and classification time, in comparison with other classifiers under the same testing conditions. However, the highest accuracy reached was 96.15% when using the LightGBM algorithm model.



In [9], based on the POX controller and mininet network emulator, the authors studied traffic classification in an SDN by using three supervised learning algorithms: SVM, Naive Bayes, and the nearest centroid. They classified various applications based on the number of collected flow instances for the first five minutes and for ten minutes. The highest obtained accuracy was 96.79% with Naive Bayes, but they basically used the ICMP ping traffic generated with mininet.



Furthermore, multiple recent papers studied traffic in complex environments. In [10], the authors performed a systematic review of the use of artificial intelligence (AI) in SDNs, outlining the latest achievements in the field. The authors of [11] presented the results obtained by applying a deep learning recurrent algorithm for classifying traffic over cloud-implemented Internet of Things (IoT) systems, and they came to the conclusion that the results outperformed those of other similar implementations with respect to latency, throughput, and transmission rate. In [12], the authors defined, implemented, and evaluated the performance of a deep learning SDN used for the detection of several security threats in an IoT environment, and they validated the algorithm by using the CICIDS2018 dataset, showing that the proposed algorithm achieved better results with respect to accuracy, precision, speed, and other evaluation metrics, while the authors of [13] highlighted the effectiveness of applying artificial intelligence models as an answer to the security issues raised by the development of IoT, namely, the neural network. Indeed, a neural network is applicable in the analysis of intrusions. In addition, in this work, there was a further use of genetic algorithms, which allowed the improvement of the performance of the neural network through the optimization of its parameters, which was achieved through a trial-and-error approach. In [14], the authors presented a comprehensive overview of a large number of classification metrics and compared them by means of standard QoS metrics, such as speed, accuracy, recall, etc.



In [15], the authors proposed traffic classification by using supervised machine learning techniques in an SDN-enhanced FiWi–IoT environment. The tests showed the Random Forest algorithm to be the best classifier (with an accuracy of 99%), followed by the KNN Tree, Neural Network, Naïve Bayes, Logistic Regression, and SVM, as in our findings. Different data were captured from IoT and non-IoT devices as PCAP files, similarly to in our procedure, but the authors did not list the exact list of features used. The authors of [16] presented a framework based on SDN by using a machine learning classification model. This was intended to detect and mitigate DDoS attacks for IoT devices. A new approach was proposed in [17] to detect DDoS attacks in SDNs by employing six classifiers (SVMs, Random Forests, and Gradient-Boosted Machines) by using an optimal set of weights. They developed a testbed with mininet and a POX controller loaded with different datasets, and the accuracy of their tests went up to 99%. On the other hand, in [18], supervised machine learning models were also used to detect DDoS attacks. This time, the authors only compared two algorithms—SVM (showed 80% accuracy) and Naive Bayes (76%)—and they used mininet and an RYU controller for their testbed.



Furthermore, the authors of [19] proposed an integrated approach to benchmarking and profiling vertical industrial applications with regard to resource utilization, capacity limits, and reliability characteristics. This was based on data analysis to extract information, as well as the benchmarking of experiments, which would be used later in the development of artificial intelligence algorithms. This was all done with the purpose of optimizing the use of the infrastructure, providing a guarantee of the quality of the service (QoS) presented, and, obviously, supporting Industry 4.0 in its evolution. The authors of [20] suggested a mechanism for addressing the problem of optimal resource allocation by profiling services and predicting the resources that guaranteed the desired service quality. To do so, the approach adopted was based on the collection of data from the hardware and the virtual and service infrastructure, the study of well-known implementations based on containers according to the microservice paradigm, and the use of machine learning algorithms for the prediction of resources required for service requests. Moreover, the authors of [21] presented a subsystem of the METRO-HAUL tool that enabled network resource optimization according to two different perspectives: offline network design and online resource allocation. Indeed, the offline network design algorithms aimed at planning the resource allocation, while the online resource allocation took the different requirements of end-user services in terms of bandwidth, delay, QoS, and the set of VNFs into account.



The motivation behind our study was the development of an application for traffic classification within our implemented SDN/cloud environment, which is where the novelty resides. So, the first step presented in this paper consisted of demonstrating how we could use the traditional way of classifying traffic by using supervised ML algorithms. Thus, unlike in the studied papers, we based our study, on the one hand, on controlled experiments in order to concretely label training traffic data and have robust models with our set of algorithms. On the other hand, our study was completed by comparing two sets of different features in a search for better results, as the choice of features is a very important parameter in classification.




3. Traffic Data


3.1. Dataset


During data collection, we used our integrated platforms of OpenDaylight and OpenNebula [22]; then, we created an Ubuntu 16.06 desktop virtual machine within OpenNebula, as shown in Figure 2.



Unlike in previous work, we rather manually collected our dataset by running one type of experiment for five minutes or more in parallel with the separate collection of the full transmitted and received packets, traces, and logs for each experiment over the network by using the tcpdump tool [23] (version 4.3.0) at the level of the command line, and we used a script that simultaneously executed the lsof command every second. The lsof command helped to list open connections by providing the program names and their source/destination addresses and ports.



The goal of running controlled experiments was to collect network traces in which we knew exactly what application was used. With that, we would be able to accurately label our training dataset, which explains our small training set for this demonstration. However, we intended to use a slightly larger dataset to test the classifiers. Moreover, as we studied traffic in our implemented environment, which was recently discussed in our previous publication [22], this made our studied classification a more specific use case, as we could not find large public databases for this particular network traffic.



Here, we describe both the setup and data collection for the controlled experiments, giving details about the different types that we included to build our ground truth in addition to each application run. We conducted experiments with two popular applications (Facebook and YouTube). At the start of each experiment, we first opened the application, logged into it, and then simulated a set of interactions.



Here are details for the use of each application:




	
Facebook: We opened the Facebook web page on a Chrome browser, and we simulated typical behaviors that a user would have by posting something, liking a publication, having a chat conversation (sending and receiving messages), seeing the last news feed, and then visiting a random page.



	
YouTube: We opened this on a Chrome browser, and then we chose a video of five minutes to watch.








To summarize the data collected in our experiments, in Table 1, we have provided the metrics of one run of each experiment and its duration, packet count, and total size in bytes.



The first two experiments consisted of collecting the traffic data of each application separately and making sure that no other applications were in use on the network other than the browser. In this way, we were able to label the flows. Then, a third experiment was run by using both applications, and the obtained dataset was used for classification.



We used the output of the lsof command to label the experiment packets with their corresponding applications. However, to extract the flow information, we worked directly on the PCAP files (Figure 3) by using tcptrace [24]; then, we labeled each flow with its application by using the lsof output. At the end of the experiment, we obtained two files: a PCAP one containing the packet information and another containing the output of the lsof command. From the PCAP file, we extracted the packets’ time, source address, source port, destination address, destination port, protocol, and length in bytes.



From the lsof output (as shown in Figure 4), we extracted the application name, its source address, source port, destination address, destination port, and protocol.



By using a script, we parsed the packet information file with the lsof output to get each application packet in a separate file; then, we extracted and calculated the selected features, which are discussed in the next section.




3.2. Features Selection


After building the ground truth of our experiments, we needed to find features that we could extract from packet headers and that would allow us to distinguish the traffic of user activity from the rest.



Even though we had the full packets of our experiments, we worked only on packet headers because, in the online case, we would not have access to the full packets, as it is known that deep packet inspection that includes packet payloads is an issue for many researchers [25]. One cannot access this due to encryption or privacy, and it is even illegal in some cases. For now, this work studied the offline case with packet headers, and in this section, we classify features from previous work; then, we present the ones that are helpful for us.



Through the selection of features from our collected data, we had many choices to make to find the most exhaustive ones. Choosing which one to try from the hundreds was very important to us. We could not try all of the possible features, since it would be inefficient to try a feature that we knew would not be useful for detecting a changing behavior, so our choice was logically based on the question of if these features would be related to a user changing their behavior or not.



We categorized many features that were discussed in other papers—for example, in [26], there were more than 250 features, which we summarized by avoiding those based on packet payloads, and we included them in our list. In [3,27,28,29], the authors mentioned features that they worked with, which were not all useful for us, so we took the flow- and packet-based ones. We show the wide variety of those for characterizing flows, including the simple statistics of packets, in eight categories in Table 2.



From all of the features above, the packet and flow-level ones were the most important for us, since we wanted to identify flows generated by interactions with the desired application. There were features from the list that would not help distinguish if a flow was generated by an interaction or not. For example, ports are helpful for application identification [30], but in our case, we could not use them because, in the browser in which we ran our applications, the same port numbers were used, and there would not be a difference in which one is used. The TCP window level and round-trip time (RTT) should not change if users are interacting with the same browser. These features are more about computer performance. For the rest of the categories, we took some features from each. For example, in timing, all of the features sound helpful, but the packet and flow inter-arrival times, packets, bytes, and DNS requests per second, in addition to the duration, are the most exhaustive. In the packet count, the number of flow packets was the only feature that sounds helpful; therefore, we included it in our choice. Another exhaustive feature that we took was the total size of a flow’s packets in the packet size category, and both features were added in the application.



Consuming a connection will definitely have an effect on packets and flows, which means that any interaction with the application will be logically related to a packet or flow changing; for example, there will be more packets received and transmitted while checking the Facebook news feed or during a video call, and since a flow is, by definition, a sequence of packets, this level will be affected too. This is why we divided the nine features that we previously selected into these two levels. Table 3 shows these features and their descriptions.





4. Methodology


Classification is the most studied challenge in the field of ML. Its concept is simple; it gives the right label or class to an item of data according to its characteristics, and many tasks can be reduced. To define a classification problem, one starts by representing the data in the vector space of their characteristics; then, one carries out calculations on this representation of data and assigns a score that can be translated to a certain class, followed by identifying the number of existing classes.



This work presents a set of machine learning algorithms used with a labeled dataset that we trained in order to identify and classify the flows of the studied applications on an SDN/cloud platform. This research aims to give an overview of traffic classification in such an environment. As shown in Figure 5, the generation of the classification training model was performed by using the trained data. In the classification phase, a sample of traffic was used with the chosen features to classify the entire stream.



After the data collection and feature calculation, we generated a file that had a csv extension at the end. This type of file is usually accepted by Weka, but we decided to convert it into the ARFF format, since this is the default input in Weka. In addition, the size of the file decreased considerably compared to that of the file that we obtained with a csv extension. The structure of a file in ARFF format is very simple. ARFF files are divided into three parts: @relation, @attribute, and @data.




	
@relation <name>: Every ARFF file must start with this declaration on its first line, ideally with the name of the file (one cannot leave blank lines at the beginning). <name> will be a string, and if it contains spaces, it should be enclosed in quotes.



	
@attribute <name> <data_type>: This section includes a line for each attribute existing in the dataset to indicate its name and the type. With <name>, the name of the attribute will be indicated, and it must begin with a letter; if it contains spaces, it must be enclosed in quotation marks. For <type_of_data>, the type of data for this attribute can be:




	-

	
numeric, meaning that the attribute is a number.




	-

	
an integer, indicating that this attribute contains whole numbers.




	-

	
a string, indicating that this attribute represents text strings.




	-

	
a date [<date-format>]; in <date-format>, we indicate the date format, which is of the type “yyyy-MM-dd’T’HH:mm:ss”.




	-

	
<nominalspecification>. These are data types defined by the user and can take the indicated values. Each of the values must be separated by commas.









	
@data: This section includes the data themselves. Each element is separated by commas, and all lines must have the same number of elements, which is a number that matches the number of declarations in @attribute, which was added in the previous section. If no data are available, a question mark (?) is written in their place, since this character represents the absence of a value in Weka. The decimal separator must be a period, and strings must be enclosed in single quotes.








There is a large set of classifying algorithms in Weka, but we limited the algorithms that we used to the most widely used algorithms for traffic classification in most of the related work listed in Section 2. Thus, we only made use of the following ones:




	
Naive Bayes—Naive Bayes is a supervised classification and prediction technique that builds probabilistic models; it is based on Bayes’ theorem and on data independence. It is a supervised technique, since it requires previously classified examples for its operation. In general terms, Bayes’ theorem expresses the probability that an event occurs when it is known that another event also occurs. Bayesian statistics are used to calculate estimates based on prior subjective knowledge.



The implementations of this theorem are adapted with use and allow the combination of data from various sources and their expression in the degree of probability.



	
SVM—Support Vector Machines and wide-margin separators are a set of supervised learning techniques designed to solve problems of discrimination and regression. SVMs were developed in the 1990s based on the theoretical considerations of Vladimir Vapnik [31] concerning the development of a statistical theory of learning: the Vapnik–Chervonenkis theory. SVMs were quickly adopted for their ability to work with large data sizes and low numbers of hyperparameters due to the fact that they are well founded in theory and their good results in practice.



Wide-margin separators are classifiers that rely on two key ideas to deal with nonlinear discrimination problems and to reformulate classification problems as quadratic optimization problems. The first key idea is the notion of the maximum margin. The margin is the distance between a separation boundary and the nearest samples. The latter are called support vectors.



In order to be able to deal with cases in which the data are not linearly separable, the second key idea of SVMs is to transform the representation space of the input data into a larger (possibly infinite) dimensional space in which a linear separator is likely to exist.



	
Random Forest—This algorithm is a combination of predictor trees in such a way that each tree depends on the values of a random vector that is tested independently and with the same distribution for each of these.



Random Forest makes use of an aggregation technique developed by Leo Breiman that improves the classification precision by incorporating randomness into the construction of each individual classifier. This randomization is introduced both in the construction of the tree and in the training samples. This classifier, which is simple to train and adjust, is often used.



	
J48 tree (C4.5)—This is one of the most widely used ML algorithms. Its operation is based on generating a decision tree from the data through partitions that are made recursively according to the depth-first strategy. Before each data partition, the algorithm considers all of the possible tests that can divide the dataset and selects the test that produces the highest information gain.



For each discrete attribute, a test with “n” results was considered, where “n” was the number of possible values that the attribute could take. For each continuous attribute, a binary test was performed on each of the values that the attribute took from the data.








Furthermore, to take a deep dive into our results, we ran the same tests for a second iteration by changing the features that we selected. This time, we used the Netmate [32] tool, which generated a set of default features provided by the tool [33]; then, we used this set of features as the flow attributes on which to base the classification with the same four algorithms. Figure 6 illustrates the steps of our methodology.



The captured traffic data remained the same; then, they were duplicated to run the same experiment while following the same training and classification processes as those explained in the beginning of this section, but with different sets of features. The first set contained the features that we selected from the studies of the literature, for which we developed a script to calculate each metric of the nine features. The second set was generated by Netmate with a total of 44 features. The results of our approach will be presented and discussed in the next section.




5. Results and Discussion


This section describes the results of the experiments that were carried out to show which model was the best for classifying our traffic data. As mentioned in the previous sections, the results presented for our experiments were based on a training set of evaluations of labeled data that were used to build the classification model for each algorithm used; then, they were loaded into the Weka classification as a training set. It should be noted that the percentage of success of each algorithm varied depending on the type of evaluation that was performed. Typically, when we used a training file as an evaluation method, we obtained a higher precision in the percentage of hits than when we used cross-validation, because through cross-validation, a part of the dataset was used to train and another was used for testing, so we could obtain a lower percentage of correctly classified data.



For the following results, we used the default settings of Weka for each algorithm both to build the trained model and for the classification tests with the different feature cases. Table 4 lists the two sets of features used.



All classifiers were tested with the trained data. Figure 7 shows the results for the accuracy of the different algorithms that were tested on the first set of features under study based on Equation (1):


  A c c u r a c y =   T P + T N   T P + T N + F P + F N    



(1)




where:




	
TP: true positive—reflects the average number of samples that the model correctly classified from the positive class.



	
TN: true negative—reflects the average number of samples that the model correctly classified from the negative class.



	
FP: false positive—reflects the average number of samples that the model incorrectly classified from the positive class when, in fact, it was from the negative class.



	
FN: false negative—reflects the average number of samples that the model incorrectly classified from the negative class when, in fact, it was from positive class.








After running these tests for each of the selected algorithms, we believe that the best model was the one obtained with the Random Forest as the classifier, since it gave a very good percentage of accuracy (∼97%) compared to those of the other algorithms, followed by Naive Bayes and C4.5 (∼82%), and then the SVM.



There were two algorithms in Weka that we made use of: SMO (79.49%) and LibSVM (76.92%); the first one was developed within the tool and was automatically available in the UI; its accuracy results were around 79%. It used J. Platt’s sequential minimal optimization algorithm [34] with the RBF kernel by default. LibSVM was developed separately from the platform by Chih-Chung Chang and Chih-Jen Lin [35], and it is simply integrated with a .jar call. It is a wrapper class for the libsvm library [36] within the tool. This showed a slightly lower accuracy (of ∼77%) compared to that of SMO.



SVM algorithms’ results can vary and can be affected by the implementation and settings of the kernel configuration used, the dataset size, and the features used. Even though the results were expected to be similar when using the SVM method with the same dataset and features in the first iteration, the observed difference was mainly explained by the default settings of the two algorithms within the tool. Still, they seemed to have the lowest accuracies in our tests with the set of studied features compared to the other classifiers.



Otherwise, in Figure 8, we show the accuracy of the same four algorithms on the second set of features in our experiments. As we can see, Random Forest still showed the best classification results for our data.



However, it slightly decreased compared to the first results, so we can say that it showed better classification with our selected features. However, for the remaining three algorithms, it was obvious that they performed a better classification with the Netmate features, as they showed an increased accuracy. In particular, C4.5 jumped to 92.86% (more than a 10% difference) and the SVM jumped to 85.29% (a difference of 6%).



In terms of the average recall and precision of the classification algorithms, Figure 9 and Figure 10 confirm the Random Forest’s high rates for correctly classifying the applications’ different flows, with the highest precision and recall compared to those of the other algorithms with both the studied and Netmate features.



We also observed that SMO had a good precision of 0.846 with the studied features and 0.843 with the Netmate features, but the poor recall for the same algorithm indicated the large number of false negatives in the case of the studied features, which explained the low overall accuracy of the classifier when using this set of features compared to the other. We found that SMO showed better results with a bigger number of features, as there were four times as many Netmate features as there were features developed in this study.



On the other hand, we found that Naive Bayes and C4.5 (J48 in Weka) showed exactly the same average recall when classifying our data and a small difference in precision when it came to the studied features. However, with the Netmate features, C4.5 showed a higher precision and recall—over 0.9—which explained the increased accuracy of the classifier with this set of features. The same went for Naive Bayes, with a smaller difference in the metrics between the use of the two different sets of features.



Classifiers can also be compared according to their ability to individually classify matrix classes; in our case, this would be the flows belonging to each application and their exact precision and recall based on Equations (2) and (3):


  P r e c i s i o n =   T P   T P + F P    



(2)






  R e c a l l =   T P   T P + F N    



(3)







To look further at the given results, in Table 5, we present these metrics for each classifier for the Facebook and YouTube flows regarding the two features sets (S_f refers to the studied features, while N_f refers to Netmate’s features).



Precision gave us the number of correctly classified traffic flows for each application over all of the existing flows for that specific application. For instance, we can see that all Facebook flows were correctly classified by the Random Forest algorithm as Facebook flows, while SMO showed the lowest precision other than that of Naive Bayes in the case of the studied features. Nevertheless, the three algorithms showed better classification with the Netmate features, except for Random Forest. However, in the case of YouTube, Random Forest kept showing the best results in comparison with the rest of the classifiers when using the studied and Netmate features, and it was ranked before SMO with 0.833 (versus Netmate’s 0.806) and Naive Bayes with 0.8 (versus Netmate’s 0.781).



Moreover, we had the recall metric, which showed the number of correctly classified flows over all of the two applications flows. For example, in the case of the YouTube application, all flows were correctly classified with the Random Forest algorithm when using the studied features. The poorest recall went to the SVM algorithm (SMO) when using the same set of features. Nevertheless, Facebook flows’ recall showed more persistent results for the four algorithms when using studies features, but SMO and Naive Bayes showed less of an ability to correctly classify the Facebook flows when using the Netmate features.



To sum up the obtained results, we can say that Random Forest showed the best results for both applications with both feature sets, but the results were more significant with our studied and selected features, which gave the highest accuracy. The accuracy obtained in our tests was as efficient as that stated in previous papers on SDN traffic classification [2,6,7,8,9]. However, the remaining three algorithms—SVM, Naive Bayes, and C4.5—were able to better classify the network flows of our dataset when using the Netmate features. In the experiments in [5], Random Forest and C4.5 were also the classifiers that gave the best accuracy, while SVM did not show good results when using Weka. In addition, the authors of [7] claimed that of all of the proposed methods for classifying traffic in SDNs, theirs gave the highest accuracy (97%), similarly to the results in this paper with the Random Forest algorithm (97.44%). In [6], the authors included a study about the appropriate number of features to use for better results, and they concluded that the number should be equal to or higher than eight features, which was the case in our experiments. The Netmate features (44 in total) were four times more numerous than those that we selected (nine features). Most papers using supervised learning have stated the use of the Netmate features for their classification studies, but did not compare them with other sets of features. Their comparisons were only based on the chosen algorithms’ metrics (i.e., accuracy, recall, precision, etc.).



Overall, this work’s originality can be reduced to three main pillars:




	
First: An undiscussed platform setup that included two known platforms of the SDN/cloud fields (OpenDaylight and OpenNebula) was studied. As the integration of the cloud and an SDN is a great facilitator when it comes to moving towards automation, artificial intelligence and machine learning techniques were used to ensure that all digitization initiatives were integrated in a coherent way. This was all with the ultimate goal of delivering the best end-user experience and quality via traffic classification mechanisms.



	
Second: An accurate training data was created, where we knew exactly which traffic was generated by each application, and this was then used to train our classifiers.



	
Third: Not only were four popular algorithms that are commonly used in related work compared, but a further comparison based on two sets of features was also included. Therefore, the increased performance observed for classifying application flows in our tests was basically related to the set of features, as the whole configuration remained unchangeable, except for the change in the feature set in each iteration.









6. Conclusions


In this paper, we studied traffic classification in an SDN/cloud environment by using the approach of supervised learning through different four algorithms. We discussed the methodology used based on the Weka tool and how the testbed was deployed by using two sets of features. We proved how efficient these algorithms could be in correctly classifying the network traffic in such an environment and how the choice of features impacted the results, which could be an extended research topic.



This work could have many possible extensions due to the richness of the topic. For example, a larger dataset could be a very good start in order to see how the classifiers’ performance would be. This could be done by using the two mentioned applications (Facebook and YouTube) or by extending the use to more popular applications. Furthermore, Weka provides a significant set of algorithms that could also be customized by changing their settings, which would open up many possible scenarios of tests. Feature selection and its impact on the final results should not be forgotten, as the latter could be extended or changed with the aim of finding the best possible features for enhancing a classifier’s performance for later integration into a platform. Weka also provides many facilities for analyzing these attributes and classifying them before working on the data themselves, which could be of use.
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Figure 1. Traffic classification methods. 
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Figure 2. Data collection process. 
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Figure 3. Example of a PCAP file output. 
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Figure 4. Example of an output of the lsof command. 
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Figure 5. Training and classification process. 
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Figure 6. Second iteration of the classification tests. 
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Figure 7. Comparison of the classification algorithms with the studied features and the accuracy results. 
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Figure 8. Comparison of the classification algorithms with the Netmate features and accuracy results. 
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Figure 9. Average recall of the classifiers on both sets of features. 
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Figure 10. Average precision of the classifiers on both sets of features. 






Figure 10. Average precision of the classifiers on both sets of features.



[image: Electronics 12 00269 g010]







[image: Table] 





Table 1. Data set.






Table 1. Data set.





	Experiment
	Duration
	# of Packets
	Bytes





	Facebook
	5 m 12 s
	21,354
	16.92 MB



	YouTube
	5 m 14 s
	61,157
	60.30 MB



	Test data
	14 m 54 s
	179,190
	153.61 MB
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Table 2. Feature categories.






Table 2. Feature categories.









	Category
	Features





	Ports
	Client port, server port



	Timing
	statistics of packet inter-arrival time



	
	statistics of flow inter-arrival time



	
	FFT of packet inter-arrival time (frequency: 1 to 10)



	
	total transmit time (difference between the times of the first and last packet)



	
	time since last connection



	
	packets per second



	
	bytes per second



	
	DNS requests per second



	
	TTL



	
	flow duration



	
	idle time



	Packet count
	total number of packets



	
	number of packets per flow



	
	number of out-of-order packets



	
	truncated packets



	
	packets with PUSH bits



	
	packets with SYN bits



	
	packets with FIN bits



	
	total number of ACK packets seen



	
	pure ACK packets



	
	number of packets carrying SACK blocks



	
	number of packets carrying DSACK blocks



	
	number of duplicate ACK packets received



	
	number of all window probe packets seen



	Packet size
	number of unique bytes sent



	
	truncated bytes



	
	sum of a flow’s packet size



	
	effective bandwidth



	
	throughput



	
	total bytes of data sent



	
	size of packets with URG bit turned on



	TCP
	statistics of retransmission



	
	segment statistics



	
	request statistics



	
	bulk mode



	
	statistics of control bytes in the packet



	Window level
	statistics of window advertisements seen



	
	number of times a zero-receive window was advertised



	
	number of bytes sent in the initial window



	
	number of segments sent in the initial window



	RTT
	total number of RTTs



	
	RTT sample statistics



	
	Full-size RTT sample



	
	RTT value calculated from the TCP three-way handshake



	Application
	number of new flows per second



	
	number of active flows per second
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Table 3. Studied features.
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	Feature
	Description





	Flow level
	



	Active flows per second
	The number of active flows appearing in one second



	New flows per second
	The number of new flows appearing in one second



	Flow size
	The size of a flow in bytes



	Flow duration
	The time between the first and last packets seen in a flow



	
	in seconds



	Flow inter-arrival time
	Difference between the arrival times of two successive flows



	Packet level
	



	Packet inter-arrival time
	Difference between the arrival times of two successive



	
	packets



	Packets per second
	Number of packets appearing in one second



	Bytes per second
	Sum of bytes in one second



	Number of packets
	The count of packets in one flow
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Table 4. Feature sets.






Table 4. Feature sets.





	Features
	Definition
	Count





	Studied Features
	Selected as in Section 3.2
	9



	Netmate Features
	Generated by the Netmate tool [33]
	44
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Table 5. Precision and recall results for each application.
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	YouTube
	
	
	
	Facebook
	
	
	





	
	Precision
	
	Recall
	
	Precision
	
	Recall
	



	
	S_f
	N_f
	S_f
	N_f
	S_f
	N_f
	S_f
	N_f



	Naive Bayes
	0.8
	0.781
	0.667
	0.758
	0.545
	0.542
	0.542
	0.650



	SVM (SMO)
	0.833
	0.806
	0.417
	0.758
	0.5
	0.636
	0.875
	0.525



	Random Forest
	0.923
	0.924
	1
	0.924
	1
	0.875
	0.875
	0.875



	C4.5 (J48)
	0.727
	0.905
	0.667
	0.864
	0.6
	0.780
	0.75
	0.800
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