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Abstract: The wavelet threshold functions are widely used in oil chromatography denoising because
high-quality signals are the basis for Dissolved Gas Analysis (DGA), which determines the accuracy
of transformer fault monitoring. However, there are certain limitations of the wavelet threshold
functions, such as the Pseudo-Gibbs phenomenon and improper threshold selection. To this purpose,
a modified genetic particle swarm optimization-based improved threshold function denoising method
(MGPSO-ITF) is proposed. Specifically, the method constructs a new parametric threshold function
that possesses high-order derivability and a small constant deviation. To obtain optimal values for
the tunable parameters, MGPSO is employed, which outperforms other methods in identifying the
optimum and achieving fast convergence. The simulation results demonstrate that the enhanced
thresholding function yields a higher Signal-to-Noise Ratio (SNR), higher Noise Suppression Ratio
(NSR), and smaller Root Mean Square Error (RMSE) compared to prior methods. Specifically, for
the originally relatively smooth signal, MGPSO-ITF does not over-correct it to cause distortion.
Furthermore, experiments on measured signals illustrate that the MGPSO-ITF is highly effective at
denoising and preserving the original signal properties. Particularly in cases where peak deformation
is prominent, the algorithm outperforms both hard and soft thresholding methods, achieving a
reduction of 2.934% and 1.029% in peak area error, respectively.

Keywords: gas chromatography; genetic algorithms; particle swarm optimization; power transformers; signal
denoising; wavelet transforms

1. Introduction

The transformer is one of the most important pieces of electrical equipment in the
power system and the key to ensuring safe, efficient, and stable operation of the power
system [1,2]. As a widely used insulating material, transformer oil is instrumental in insu-
lation, heat conduction, and arc suppression [3]. By detecting the peak signals of various
compounds through the chromatographic column, the type and content of different gases
dissolved in the oil can be identified so as to determine the operating status and health
condition of the transformer [4]. However, there tends to be significant noise and clutter
interference in the chromatographic signal in actual engineering, which brings great diffi-
culty to the chromatographic characterization and quantitative calculation. Consequently,
potential faults in transformer operation may go undetected, posing safety risks [5–7].

There has been much research on effectively eliminating random noise in chromato-
graphic signals, but most methods have inherent limitations. Median filtering and mean
filtering techniques are inadequate for signals containing complex interference and un-
certain factors [8,9]. Although Empirical Mode Decomposition (EMD) enables adaptive
decomposition, it suffers from modal mixing [10]. Wavelet Transform (WT), by contrast,
inherits and develops the idea of the localization of Short-time Fourier Transform (STFT)
and has the characteristics of multi-scale analysis, low entropy, and de-correlation; so,
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numerous filtering methods have been derived from WT [11]. Traditional filtering methods
based on WT theory include wavelet modulus maxima, spatial correlation, and threshold
function [12–14]. Additionally, Multistage Singular Spectrum Analysis (MSSA) is com-
monly employed [15,16]. Among the above methods, the hard thresholding denoising
and the soft thresholding denoising proposed by Donoho are the most prevalent methods
in actual engineering [17]. However, both threshold functions have certain defects, such
as discontinuity of the hard threshold in the definition domain and constant deviation
of the soft threshold. To solve these problems, scholars have proposed new threshold
functions, which can be broadly categorized into non-parametric and parametric types.
While non-parametric thresholding functions in Refs. [18,19] and exhibits improved de-
noising effects compared to traditional methods, they lack sufficient adaptive capabilities.
Parametric thresholding functions, on the other hand, are proposed in Refs. [20–22], which
can select parameters according to different situations to obtain better filtering effects.
However, these selections still rely on empirical values.

In order to obtain the optimal parameters and increase interpretability, various optimiza-
tion algorithms have been used, such as Genetic Algorithm (GA), Particle Swarm Optimization
(PSO), and Artificial Bee Colony (ABC) [23–26]. Bhutada et al. [27] used PSO to minimize the
Mean Square Error (MSE) between the expected and the output signals. While this approach
yields a high Signal-to-Noise Ratio (SNR), its performance is limited by the lack of population
diversity and its susceptibility to local optimum. Zhang [28] proposed a denoising method
based on three dynamic strategies. This method improves the performance of PSO to a
certain extent and is verified in the test signal. Yang et al. [29] proposed a new threshold
function denoising method using relative wavelet entropy as the fitness function. Although
the resulting denoised simulation signal exhibits improved smoothness, the effectiveness is
not significant in actual signal verification. Wang et al. [30] proposed an ABC algorithm based
on a good point set and dynamic elite group guidance combined with simulated annealing
selection. This method demonstrates superior performance in achieving optimal threshold
values, albeit with increased computational complexity.

To summarize, the primary challenges that must be addressed pertain to the con-
struction and determination of threshold functions in denoising applications. First, the
lack of established guidelines for threshold function construction poses a significant ob-
stacle. Secondly, the iterative process of determining threshold function parameters can
lead to decreased population diversity, resulting in suboptimum and less effective denois-
ing outcomes. Therefore, an improved threshold function denoising algorithm based on
modified genetic particle swarm optimization (MGPSO-ITF) is proposed in this paper.
The contributions of this paper are as follows:

• To address the limitations of traditional threshold functions, we propose the ITF
with high-order derivability, negligible constant deviation, and continuous definition
domain. These strengths make it an attractive choice for signal-processing applications.
Meanwhile, MGPSO is utilized to obtain the optimal threshold parameters, which
improves the estimation precision of the threshold parameters.

• The three improvements of the MGPSO algorithm are as follows: (1) MGPSO takes PSO
as the main body and GA as the auxiliary. In the early stage, the particles are updated
separately through PSO. Once the algorithm reaches a local optimum, the GA selection,
crossover, and mutation are utilized to update particles and escape the local optimum.
(2) The algorithm modifies the PSO strategy with nonlinear inertia weights and learning
factors, thereby accelerating the convergence speed of PSO. (3) Adaptive mutation
probability and multi-point crossover operations between particles and personal best
value (pbest) are employed to enhance the global optimization efficiency of GA.

• The experimental results demonstrate that the MGPSO-ITF offers the following ad-
vantages: In simulation experiments, the algorithm outperforms other methods by
achieving a smaller Root Mean Square Error (RMSE), higher SNR, and higher Noise
Suppression Ratio (NSR) across various levels of Gaussian white noise interference.
In the measured signal experiment, the proposed algorithm is significantly improved
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compared with the traditional chromatographic denoising method. The algorithm not
only effectively reduces noise but also minimizes errors in the chromatographic peak
area, while preserving the original signal characteristics to their maximum.

The rest of the paper is organized as follows: Section 2 presents the theory background.
Section 3 presents the proposed MGPSO-ITF algorithm. Sections 4 and 5 verify the ef-
fectiveness of the MGPSO-ITF using the simulated and measured signals, respectively.
Section 6 concludes the paper.

2. Wavelet Threshold Denoising Theory Background

Discrete wavelet transform (DWT) is an effective multi-scale analysis algorithm that
achieves signal analysis by decomposing the signal into approximate coefficients and detail
coefficients at different scales. In the DWT algorithm, we can obtain the wavelet function by
scaling and translating the mother wavelet, such as Equation (1), where a and b represents
the scaling factor and translation factor, respectively, and j, k ∈ Z.

ϕj,k(t) = |a|−
j
2 ϕ
(

aj
0k− kb0

)
. (1)

According to Equation (1), we can obtain the high-frequency coefficients and low-
frequency coefficients of discrete wavelet decomposition, as shown in Equations (2) and (3),
respectively, where ∗ stands for the conjugate operation.

dj,k =
〈

f (t), ϕj,k

〉
= |a0|−

j
2

∫ +∞

−∞
f (t)ϕ∗

(
a−j

0 t− kb0

)
dt (2)

aj,k =
〈

f (t), φj,k

〉
= |a0|−

j
2

∫ +∞

−∞
f (t)φ∗

(
a−j

0 t− kb0

)
dt (3)

Inherent to the noise, it exhibits a prominent concentration in the high-frequency
wavelet coefficients. Conversely, the energy of the signal primarily resides in the low-
frequency wavelet coefficients. In the domain of chromatographic signals, they can be
conceptualized as a composite of a low-frequency pure signal and high-frequency noise.

fi = xi + si i = 1, 2, · · ·N, (4)

where fi is the chromatographic signal, xi is the pure signal, si is the background noise, and
N is the total number of samples. The method of wavelet threshold denoising includes the
following three steps:

• Choose the appropriate wavelet basis function and the number of decomposition
layers for multi-scale decomposition of fi to obtain its high-frequency coefficients and
low-frequency coefficients;

• Process the wavelet coefficients using the threshold function;
• Reconstruct the signal using the Inverse Discrete Wavelet Transform (IDWT) algorithm.

Figure 1 clearly shows the process of decomposing, thresholding, and reconstructing a
signal using DWT, where j is the number of decomposition layers, cA is the low-frequency
coefficient, and cD is the high-frequency coefficient. Among the thresholding phases depicted
in the figure, the widely employed methods include hard thresholding and soft thresholding.
Nevertheless, both traditional thresholding methods are not without inherent drawbacks.
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Figure 1. Wavelet decomposition and reconstruction of the signal.

In hard thresholding, the deviation between the reconstructed signal and the original
signal equals zero, but the function is discontinuous at the threshold point. This situa-
tion will lead to severe oscillations; so, the application of such thresholding is limited.
The expression of the hard thresholding function is

ŵj,k =

 wj,k,
∣∣∣wj,k

∣∣∣ ≥ λ

0,
∣∣∣wj,k

∣∣∣ < λ
, (5)

where wj,k is the original wavelet coefficient, ŵj,k is the processed wavelet coefficient, and
λ is the threshold.

In soft thresholding, continuity is improved. The wavelet coefficients are reduced
using a fixed threshold, and this constant deviation phenomenon leads to the loss of some
useful high-frequency information. The expression of the soft thresholding function is

ŵj,k =

 sgn
(

wj,k

)(∣∣∣wj,k

∣∣∣− λ
)

,
∣∣∣wj,k

∣∣∣ ≥ λ

0,
∣∣∣wj,k

∣∣∣ < λ
. (6)

Therefore, it is evident that a superior threshold function must both possess high-
order differentiability in the wavelet domain and minimize the discrepancy between the
estimated coefficients and their original counterparts. Diverse processing strategies and
estimation methods for wavelet coefficients have a direct impact on the final denoising
outcome. These techniques significantly influence the effectiveness of noise reduction and
play a pivotal role in achieving superior denoising results.

3. The Chromatography Signal Denoising Algorithm MGPSO-ITF

In order to effectively reduce the influence of Gaussian noise on the chromatographic
signal, a new signal-denoising algorithm is proposed by combining the ITF and the opti-
mization method of MGPSO. The algorithm is described in detail below.

3.1. Construction of a New Threshold Function

Aimed at remedying the shortcomings of traditional thresholding, an improved thresh-
old function is proposed to process the oil chromatography monitoring signal. The expres-
sion of the improved threshold function is

ŵj,k =

 sgn
(

wj,k

)(∣∣∣wj,k

∣∣∣− λ

α
β(
√
|wj,k |/λ−1)

)
,
∣∣∣wj,k

∣∣∣ ≥ λ

0,
∣∣∣wj,k

∣∣∣ < λ
, (7)

where α and β are custom tuning parameters in the range of [1,+∞]. α controls the
shape of the threshold function, which becomes the soft threshold function when α = 1 and
becomes the hard threshold function when α→ +∞. β is an exponential factor that controls
how quickly the threshold function changes from soft thresholding to hard thresholding.
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The improved function is a transitional function constructed based on a power function
with an independent variable of α. It has high-order derivability that eliminates oscillations
and smooths the reconstructed signal. The continuity, deviation, and asymptote of this
function are demonstrated in detail below.

3.1.1. Continuity

The function is a piecewise function and its definition domain is divided into three
parts:(−∞,−λ), (−λ,+λ), (+λ,+∞). Since the function is continuous within all three
parts, to prove that the function is continuous, it is only necessary to prove that the left and
right limits of the segmented points are equal and are equal to the function value.

lim
wj,k→(−λ)−

ŵj,k = lim
wj,k→(−λ)+

ŵj,k = 0, (8)

lim
wj,k→λ−

ŵj,k = lim
wj,k→λ+

ŵj,k = 0. (9)

Evidently, when wj.k = ±λ, ŵj,k = 0. Combining Equations (8) and (9), it can be seen
that the left and right limits of the segmented points are equal and are equal to the function
value; so, the threshold function is continuous in the definition domain, which theoretically
overcomes the defects of hard thresholding.

3.1.2. Deviation

The deviation of this threshold function is calculated as

lim
wj,k→+∞

(
ŵj,k − wj,k

)
= 0, (10)

lim
wj,k→−∞

(
ŵj,k − wj,k

)
= 0, (11)

it follows when x → ∞ , ŵj,k → 0 . This means the bias is reduced as much as possible.

3.1.3. Asymptote

Expression Equation (12) implies that ŵj,k = wj,k is the asymptote of the threshold func-
tion. This conclusion also corroborates with the above deviation proof, which theoretically
succeeds in overcoming the defects of soft thresholding.

lim
wj,k→−∞

(
ŵj,k

wj,k

)
= lim

wj,k→+∞

(
ŵj,k

wj,k

)
= 1. (12)

Figure 2 compares the images of the thresholding function with different parameters
when λ = 1. It is clear that the improved threshold function is a compromise strategy
between soft thresholding and hard thresholding, which is adjusted according to α, β, and
makes use of the function more flexibly. It is continuous and smooth while preserving
larger wavelet coefficients, which means the threshold function in Equation (7) is more
faithful to the original signal.

3.2. Parameter Optimization Based on MGPSO

Traditional threshold estimation methods that rely on a unified threshold are limited
by the accuracy of noise-variance estimation. If the threshold is set too small, the resulting
denoised signal will still contain noise, while if it is set too large, the reconstructed signal
will be distorted. In order to improve the estimation accuracy of the threshold, α, β and
λ in Equation (7) are considered as unknown threshold parameters and optimized using
the MGPSO method. This approach offers a more effective way to estimate the threshold,
as it reduces the reliance on accurate noise-variance estimation. MGPSO takes PSO as the
main body and GA as the auxiliary. The operation of the algorithm can be divided into the
following three stages.
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3.2.1. Rapid Iteration through PSO

PSO is a swarm intelligence computing technology inspired by the group behavior
of birds. Compared with other evolutionary algorithms, the principle of particle swarm
optimization is simple. It has a memory function and requires adjusting fewer parameters,
making it suitable for the early stage [31]. The mathematical model is as follows:

vt+1
ij = wt × vt

ij + c1r1ij

(
pbt

ij
− xt

ij

)
+ c2r2ij

(
gbt

ij
− xt

ij

)
, (13)

xt+1
ij = xt

ij + vt+1
ij , (14)

where t is the current number of iterations, j is the current solution space, r1, r2 are two ran-
dom numbers in the range of [0, 1], w is the inertia weight coefficient, and c1, c2 are the
learning factors. In order to improve the convergence speed and accuracy of PSO, we
follow two particular strategies.

For the inertia weight, the larger its value, the stronger the global search ability; the
smaller its value, the stronger the local search ability. A nonlinear decreasing strategy
is adopted in this stage, which has a search characteristic in the form of a parabolic.
This strategy is beneficial to improve the convergence speed and accuracy of the algorithm,
which can be expressed as

wt = wmax − (wmax − wmin)

(
2t

tmax
−
(

t
tmax

)2
)

. (15)

The learning factor controls the direction and step size of the particles moving to
the pbest and the global best value (gbest). This modified strategy, inspired by Ref. [32],
replaces the learning factors in PSO with sine and cosine terms. With this method, the
global exploration and local exploitation of the algorithm can be better balanced, thus
improving the search accuracy. The expression for this modified strategy is as follows:

r3 = 2− 2t
tmax

, (16)

c1 = c2 =

{
r3 sin(r4), r5 < 0.5
r3 cos(r4), r5 ≥ 0.5

, (17)
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where r4 is a random number in the range of [0, π/2] and r5 is a random number in the
range of [0, 1].

3.2.2. Mitigating the Local Optimum through the Crossover

Due to the poor diversity of PSO populations, it is easy to fall into a local optimum,
which occurs more frequently when dealing with high-dimensional complex problems.
When the gbest does not change for many consecutive times, it is considered that PSO
iterates to a suboptimal solution, at which point it enters the second stage. The modified
algorithm sorts the fitness values of the particles and selects the particles with better fitness
to crossover with the pbest. The principle is simple and easy to understand, and the
position of new particles is updated by Equation (18) as follows:

xt
ij
′ = r6xt

ij + (1− r6)pbt
ij (18)

where xt
ij
′ is the particle position after the crossover operation, xt

ij and pbt
ij are the parents

selected based on fitness values and the pbest, and r6 is a random number in the range of [0, 1].

3.2.3. Further Population Expansion through the Mutation

If successive crossover operations do not result in gbest changes, the algorithm requires
a more significant population change, at which point it enters the third stage. It updates
particles using uniform mutation based on the adaptive mutation probability, which allows
the search points to move freely throughout space, thus increasing the diversity of the
population dramatically. Once the gbest changes, it indicates that the operation helps the
algorithm jump out of the local optimum solution, as suggested, and the relevant equation
is as follows:

xt
ij
′ = xt

ijmin + r7

(
xt

ijmax − xt
ijmin

)
(19)

pm = η · pmmax (20)

η =
t

tmax
(21)

where xt
ij is the mutation point, r7 is a random number in the range of [0, 1], and pm is

the mutation probability. Through the above stages, the whole process of the MGPSO
algorithm is completed and its flowchart is shown in Figure 3.
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4. Numerical Simulation

In the numerical simulation, the efficiency of the proposed MGPSO algorithm and the
chromatography signal denoising algorithm for MGPSO-ITF are verified. The specific steps
are shown in Figure 4, which is key to guiding the subsequent work.

4.1. Preparation Phase

First of all, we need to explain some necessary preliminary preparations. In actual
engineering, chromatographic peaks commonly have a tailing phenomenon. Related stud-
ies have shown that the exponentially modified Gaussian function model can reasonably
simulate chromatographic signals. The mathematical model is as follows:

h(t) =
S

τ
√

π
exp

(
σ2

2τ2 −
t− tg

τ

) ∫ z

−∞
exp

(
−x2

)
dx (22)

z =

(
t− tg

σ
− σ

τ

)
/
√

2 (23)

where h(t) is the peak height as a function of outflow time, S is the peak area, σ and tg are
the standard deviation of Gaussian peaks with center position time, and τ is the exponential
correction time constant that determines the degree of peak trailing. The simulated signal
constructed according to this method is shown in Figure 5.
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Figure 4. Flowchart of signal denoising using MGPSO-ITF.
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Subsequently, in view of visually comparing the denoising effects of different methods
on analog signals, the following three evaluation metrics are introduced:

SNR = 10lg
∑N

i=1 f 2(i)

∑N
i=1[ f (i)− f ′(i)]2

, (24)

RMSE =

√√√√ 1
N

N

∑
i=1

( f (i)− f ′(i))2, (25)

NSR =
∑N

i=1

(
f (i)− f (i)

)(
f ′(i)− f

′
(i)
)

√
∑N

i=1

[
f (i)− f (i)

]2
×∑N

i=1

[
f ′(i)− f ′(i)

]2
, (26)

where f (i) is the original signal, f ′(i) is the reconstructed signal after denoising, f (i) and
f
′
(i) represents the average values, respectively, and N is the signal length. The higher the

SNR and the smaller the RMSE, the better the denoising effect. In particular, the closer the
NSR is to 1, the closer the reconstructed signal is to the original signal.
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4.2. Simulated Results of the MGPSO

The fitness value is a scalar used to measure the degree of superiority or inferiority of
the particles in the iterative optimization process. In this paper, MSE is used as the fitness
function, as shown in Equation (27):

MSE =
1
N

N

∑
i=1

(
f (i)− f ′(i)

)2, (27)

According to the corresponding parameter settings in DWT, the search space and
position of the MGPSO are initialized, and the noisy signal is decomposed using a db7
wavelet basis with four decomposition layers. The process of determining these parameters
is shown in Figures 6–8. The db7 has the highest SNR and the lowest RMSE among the three
wavelet bases as in Figures 6 and 7, while the best denoising performance is achieved when
the number of decomposition layers is four as in Figure 8. Therefore, the db7 wavelet base
and four decomposition layers are used as parameters for subsequent signal processing.
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The undefined parameters α, β, λ, although not reflected in Equation (27), are known
from Equation (7) and the discrete inverse wavelet transform. The vector composed of
α, β, λ is taken as the particle position of MGPSO, i.e., (α, β, λ1, λ2,λ3, λ4) with dimension 6.
It is generally believed that the population size is twice or more than twice the dimension
of the search space, so 12 is taken. The settings of the shape adjustment parameter α and
the approximation speed parameter β are initialized from 1 to 50, while the threshold
λ1, λ2,λ3, λ4 is initialized from 1 to 100. In order to verify the effectiveness of MGPSO,
four PSO-related algorithms are selected for comparative testing. The relevant parameter
settings of the algorithms are shown in Table 1.

Table 1. Parameter settings.

Algorithm Parameter Setting

PSO w = 0.8, c1 = c2 = 2
CPSO w = 1, c1 = c2 = 1.49, u = 0.9, with Logistic as the mapping equation

GPSO [33] wmax = 0.9, wmin = 0.4, c1 = c2 = 1.49
MPSO [28] wmax = 0.9, wmin = 0.4, c1max = c2max = 2.5, c1min = c2min = 0.5, pm = 0.02

MGPSO wmax = 0.9, wmin = 0.4, c1max = c2max = 2, c1min = c2min = 0.8

The hardware of the simulation test platform is an Intel i5–13500 hx CPU, 16 GB
RAM computer, and the software is MATLABR2022a based on the Window11 operating
system. The simulation results prove that MGPSO has excellent convergence ability and
good robustness in parameter optimization of wavelet threshold function. Its optimization
iteration effect is shown in Figure 9, and it can be observed intuitively that MGPSO has the
fastest convergence speed and the best iterative result. At around t = 70, while the other
algorithms remain suboptimal, MGPSO can escape local optima and achieve a smaller
MSE, facilitated by the integration of GA. This improvement is due to the synergistic
combination of the two optimization methods, which allows for more effective exploration
and exploitation of the search space.

In order to eliminate the influence of chance on the results, the optimal value, average
value, median, and standard deviation of each algorithm in 50 experiments were used as
the evaluation index of algorithm performance, and the recorded data are shown in Table 2.
From the table, it can be found that the optimal value of MGPSO is the smallest. MGPSO
has the strongest potential to search for optimal parameters according to the physical
meaning of MSE, the highest convergence accuracy based on the smallest mean value,
and excellent robustness because of the small standard deviation value. In summary, the
superiority of MGPSO is verified.
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Table 2. Wavelet threshold parameter search performance.

Algorithm Optimal Value Mean Median Standard Deviation

PSO 0.0823 0.0838 0.0824 0.0026
CPSO 0.0813 0.0823 0.0816 0.0020
MPSO 0.0812 0.0814 0.0812 0.0013

GAPSO 0.0813 0.0818 0.0813 0.0017
MGPSO 0.0811 0.0812 0.0811 0.0009

4.3. Simulated Results of the MGPSO-ITF

In order to verify the denoising effect of MGPSO-ITF, the simulated signal experiments
with 15db added Gaussian white noise and their results are compared with the processing
results of traditional hard thresholding and soft thresholding, as shown in Table 3. The SNR
and NSR of the improved thresholding function proposed in this paper are significantly
higher than the traditional hard and soft thresholding functions, proving the effectiveness
of the method.

Table 3. Threshold function denoising index.

Index Hard Threshold Soft Threshold Improved Threshold Noise SNR (db)

SNR 21.8398 24.6049 26.6134
15RMSE 0.4937 0.3591 0.2849

NSR 0.9948 0.9972 0.9984

Figure 10 shows the filtering effect of the original signal plus 15 db noise. The figure
shows that the denoising effect of the hard thresholding method is not ideal, and there are
obvious oscillations; the soft thresholding function can denoise the signal smoothly, but it
leads to the loss of too many details of the signal. The processing result of MGPSO-ITF is
smooth and the reconstruction accuracy is high. Specifically, for the originally relatively
smooth signal, MGPSO-ITF does not over-correct it to cause distortion, which is extremely
important for reconstructing the signal quality, which is also a specific embodiment of the
soft thresholding shortcomings. Therefore, MGPSO-ITF has the best denoising effect.



Electronics 2023, 12, 4249 13 of 18

Electronics 2023, 12, x FOR PEER REVIEW 13 of 19 
 

 

4.3. Simulated Results of the MGPSO-ITF 
In order to verify the denoising effect of MGPSO-ITF, the simulated signal experi-

ments with 15db added Gaussian white noise and their results are compared with the 
processing results of traditional hard thresholding and soft thresholding, as shown in Ta-
ble 3. The SNR and NSR of the improved thresholding function proposed in this paper 
are significantly higher than the traditional hard and soft thresholding functions, proving 
the effectiveness of the method. 

Figure 10 shows the filtering effect of the original signal plus 15 db noise. The figure 
shows that the denoising effect of the hard thresholding method is not ideal, and there are 
obvious oscillations; the soft thresholding function can denoise the signal smoothly, but it 
leads to the loss of too many details of the signal. The processing result of MGPSO-ITF is 
smooth and the reconstruction accuracy is high. Specifically, for the originally relatively 
smooth signal, MGPSO-ITF does not over-correct it to cause distortion, which is extremely 
important for reconstructing the signal quality, which is also a specific embodiment of the 
soft thresholding shortcomings. Therefore, MGPSO-ITF has the best denoising effect. 

Table 3. Threshold function denoising index. 

Index Hard Threshold Soft Threshold Improved Threshold Noise SNR (db) 
SNR 21.8398 24.6049 26.6134 

15 RMSE 0.4937 0.3591 0.2849 
NSR 0.9948 0.9972 0.9984 

 
Figure 10. Simulated signal denoising effect. 

In order to analyze the effect more comprehensively, we added different degrees of 
Gaussian white noise to the simulated signals and introduced six other improved thresh-
old function methods to compare with the denoising effect of MGPSO. The relevant pa-
rameter settings of these algorithms are shown in Table 4. 

As seen in Figure 11, Ref. [28] has achieved satisfactory denoising performance at low 
SNR but has the problem of insufficient signal information preservation when SNR be-
comes high. Ref. [30] can occasionally obtain better denoising results, but its stability is 
unsatisfactory. These phenomena are caused by the inappropriate selection of threshold 
function parameters due to the optimization algorithm falling into a local optimum. Ref. 
[19] has better stability but inadequate adaptivity due to a lack of adjustment parameters. 
The performance of Refs. [18,29,34] tends to stabilize as the input SNR increases, but the 
final denoising effect is not as significant as MGPSO-ITF. In contrast, the proposed 
MGPSO-ITF algorithm outperforms the existing approaches in terms of output SNR, 
RMSE, and NSR. At low input SNR levels, most algorithms encounter difficulties in 

Figure 10. Simulated signal denoising effect.

In order to analyze the effect more comprehensively, we added different degrees of
Gaussian white noise to the simulated signals and introduced six other improved threshold
function methods to compare with the denoising effect of MGPSO. The relevant parameter
settings of these algorithms are shown in Table 4.

Table 4. Parameter settings in Figure 11.

Algorithm Parameter Setting in the Threshold Function

MGPSO-ITF α = 4.1, β = 5.11
Ref. [18] a ≤ 1/λ2

Ref. [19] None
Ref. [28] α = 30
Ref. [29] α = 1.2, β = 0.25
Ref. [30] η = 10
Ref. [34] k = 11.5

As seen in Figure 11, Ref. [28] has achieved satisfactory denoising performance at
low SNR but has the problem of insufficient signal information preservation when SNR
becomes high. Ref. [30] can occasionally obtain better denoising results, but its stability
is unsatisfactory. These phenomena are caused by the inappropriate selection of thresh-
old function parameters due to the optimization algorithm falling into a local optimum.
Ref. [19] has better stability but inadequate adaptivity due to a lack of adjustment param-
eters. The performance of Refs. [18,29,34] tends to stabilize as the input SNR increases,
but the final denoising effect is not as significant as MGPSO-ITF. In contrast, the proposed
MGPSO-ITF algorithm outperforms the existing approaches in terms of output SNR, RMSE,
and NSR. At low input SNR levels, most algorithms encounter difficulties in extracting
signal components due to the overwhelming presence of noise. However, MGPSO-ITF ex-
hibits improved differentiability and continuity, facilitating clearer extraction of the original
signal within the noisy environment. This characteristic underscores the algorithm’s adapt-
ability to challenging scenarios. As the input SNR level increases, the distinction between
noise and signal energy becomes more pronounced. In such cases, MGPSO-ITF effectively
segregates noise from the signal, resulting in superior denoising performance compared
to other algorithms. These comparative findings accentuate the strengths and advantages
of MGPSO-ITF over existing methods, highlighting its efficacy in noise handling and its
preservation of signal characteristics across a broad range of SNR values.
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5. The Experiment on Measured Signals
5.1. Signal Measurement Equipment

In this section, the denoising performance of the proposed MGPSO-ITF algorithm is
evaluated using measured chromatographic signals in actual engineering. The measured
chromatographic signals in this paper were collected using the experimental platform
shown in Figure 12. The intelligent electronic device (IED) is a new type of field data
acquisition device that can remotely monitor the operating status of substations in real
time and record, analyze, fit, and process field data. It can also interact with other data and
upload the analyses results to the status-monitoring master station.
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5.2. Experimental Results

In actual engineering, commonly used chromatographic data processing methods also
include the Fast Fourier Transform (FFT) and the Savitzky-Golay (S-G) methods, which
will be compared with threshold denoising. As shown in Figure 13, the results of hard
thresholding are very suboptimal, with too many glitches. The soft thresholding results
in noticeable distortion and excessive glitches. After filtering using the FFT method, the
signal distortion is the most significant. The signal after the S g is not smooth, which is
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caused by the inappropriate choice of window length. The improved threshold algorithm
has demonstrated superior denoising performance, yielding a signal curve that is notably
smoother with fewer glitches and only minimal distortion. Moreover, the algorithm has
also shown improved smoothing effects in the gentle region, which can be attributed to the
optimization of parameters. These results highlight the efficacy of the improved threshold
algorithm in enhancing the quality of the processed signal.

Electronics 2023, 12, x FOR PEER REVIEW 16 of 19 
 

 

distortion rate, while MGPSO-ITF has the lowest. However, at peak 2, after hard thresh-
olding, the burr leads to incorrect identification of the peak starting point, resulting in the 
most significant error. In particular, all three thresholding treatments exceed 5%, which 
indicates that there is also much room for improvement in MGPSO-ITF. 

Table 5. Chromatographic peak evaluation index. 

Denoising Method 
Peak Area Distortion Rate (%) 

Peak 1 Peak 2 Peak 3 
Hard threshold 4.893 8.548 1.624 
Soft threshold 5.336 6.669 1.901 

Improved threshold 4.518 5.614 1.017 

 
Figure 13. Denoising effect of chromatographic signal. 

6. Conclusions 
In the DGA process, the denoised oil chromatographic signals have a significant im-

pact on the qualitative and quantitative analysis of signals. The selection of an appropriate 
wavelet basis function and the number of decomposition layers are crucial, and analytical 
calculations are employed to determine these parameters accurately. Furthermore, an en-
hanced denoising approach using an adaptive wavelet threshold function (MGPSO-ITF) 
is proposed in this paper. Through mathematical proof and simulation experiments, sev-
eral important conclusions can be drawn. Firstly, the proposed method overcomes the 
limitations of hard and soft thresholding by employing a constructional approach for the 
parametric wavelet thresholding function. This enables more effective denoising of the 
signals. Moreover, the MGPSO algorithm exhibits excellent performance in terms of con-
vergence, stability, and global search capability. It addresses the drawbacks of fixed 
thresholding and enhances the interpretability of adjustment parameters found in tradi-
tional algorithms. The presented simulation results and actual engineering applications 
demonstrate the superiority of the MGPSO-ITF method in denoising oil-chromatography 

Figure 13. Denoising effect of chromatographic signal.

Quantitative evaluation of the denoising performance using numerical metrics such
as SNR and RMSE is limited by the unavailability of the ideal noise-free signal. As such,
alternative methods must be employed to reliably assess the effectiveness of the denoising
algorithm. For oil chromatography signals in engineering, the peak is valuable, filtering
results in enlarged peak areas and decreased chromatographic peak height. Figure 13 does
not clearly show the deviation and loss of peak characteristics; so, the peak area distortion
can be used to evaluate the denoising effect. The peak area reflects the composition content
of the substance that is to be measured, which is of great significance in chromatographic
analysis. The lower the peak area distortion, the better the denoising effect. Peak area and
distortion are calculated as follows:

S = W × H, (28)

∆S =

∣∣∣∣ (So − Sd)

So

∣∣∣∣× 100, (29)

where W is the half-peak width and H is the peak height. Since S g and FFT cause severe
peak distortion, quantitative calculations are not performed here. After processing the
three typical peaks in Figure 13, the evaluation indexes are shown in Table 5.
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Table 5. Chromatographic peak evaluation index.

Denoising Method
Peak Area Distortion Rate (%)

Peak 1 Peak 2 Peak 3

Hard threshold 4.893 8.548 1.624
Soft threshold 5.336 6.669 1.901

Improved threshold 4.518 5.614 1.017

Generally speaking, the distortion rate is kept within 5%, which is an acceptable
range. The data in Table 5 illustrates that the peak area of soft thresholding has the
highest distortion rate, while MGPSO-ITF has the lowest. However, at peak 2, after hard
thresholding, the burr leads to incorrect identification of the peak starting point, resulting
in the most significant error. In particular, all three thresholding treatments exceed 5%,
which indicates that there is also much room for improvement in MGPSO-ITF.

6. Conclusions

In the DGA process, the denoised oil chromatographic signals have a significant im-
pact on the qualitative and quantitative analysis of signals. The selection of an appropriate
wavelet basis function and the number of decomposition layers are crucial, and analytical
calculations are employed to determine these parameters accurately. Furthermore, an
enhanced denoising approach using an adaptive wavelet threshold function (MGPSO-
ITF) is proposed in this paper. Through mathematical proof and simulation experiments,
several important conclusions can be drawn. Firstly, the proposed method overcomes
the limitations of hard and soft thresholding by employing a constructional approach for
the parametric wavelet thresholding function. This enables more effective denoising of
the signals. Moreover, the MGPSO algorithm exhibits excellent performance in terms of
convergence, stability, and global search capability. It addresses the drawbacks of fixed
thresholding and enhances the interpretability of adjustment parameters found in tradi-
tional algorithms. The presented simulation results and actual engineering applications
demonstrate the superiority of the MGPSO-ITF method in denoising oil-chromatography
signals when compared to other algorithms. In the future, the algorithm will be further
refined to enhance its denoising effectiveness and improve its applicability in actual engi-
neering applications.
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Abbreviations

a The scaling factor
b The translation factor
dj,k The high-frequency coefficients
aj,k The low-frequency coefficients
fi The chromatographic signal
xi The pure signal
si The background noise
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N The total number of samples
wj,k The original wavelet coefficient
ŵj,k The processed wavelet coefficient
λ The threshold
t The current number of iterations
j The current solution space
r A random number
w The inertia weight coefficient
c The learning factors
xt

ij The particle position
vt

ij The particle velocity
pm The mutation probability
h(t) The peak height
S The peak area
tg The standard deviation
τ The exponential correction time
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