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Abstract: Surface defect detection in industrial environments is crucial for quality management and
has significant research value. General detection networks, such as the YOLO series, have proven
effective in various dataset detections. However, due to the complex and varied surface defects of
industrial products, many defects occupy a small proportion of the surface and fall into the category
of typical small target detection problems. Moreover, the complexity of general detection network
architectures relies on high-tech hardware, making it difficult to deploy on devices without GPUs
or on edge computing and mobile devices. To meet the practical needs of industrial product defect
inspection applications, this paper proposes a lightweight network specifically designed for defect de-
tection in industrial fields. This network is composed of four parts: a backbone network, a multiscale
feature aggregation network, a residual enhancement network, and an attention enhancement net-
work. The network includes a backbone network that integrates attention layers for feature extraction,
a multiscale feature aggregation network for semantic information, a residual enhancement network
for spatial focus, and an attention enhancement network for global–local feature interaction. These
components enhance detection performance for diverse defects while maintaining low hardware
requirements. Experimental results show that this network outperforms the latest and most popular
YOLOv5n and YOLOv8n models in the five indicators P, R, F1, mAP@.5, and GFLOPS when used
on four public datasets. It even approaches or surpasses the YOLOv8s and YOLOv5s models with
several times the GFLOPS computation. It balances the requirements of lightweight real-time and
accuracy in the scenario of industrial product surface defect detection.

Keywords: deep learning; lightweight network; machine vision; surface defect detection

1. Introduction

Surface defect detection is a critical research topic in the field of machine vision. It
utilizes machine vision equipment to acquire images and determine whether there are
defects in the captured images. The quality inspection of the appearance of industrial
products is a key step in ensuring product quality. Often, in the consumer’s mind, the
appearance of industrial products is synonymous with product quality, making appearance
defect detection a crucial aspect of quality control.

Currently, the majority of enterprises rely on manual inspection for quality control,
which brings about issues such as subjectivity, difficulties in standardization, and accuracy
and efficiency heavily reliant on the inspector’s experience. In recent years, with the appli-
cation of deep learning models represented by convolution neural networks (CNNs) in the
field of computer vision, significant breakthroughs have been achieved in defect detection
technology based on machine vision. Nowadays, using deep learning technology to address
detection and segmentation in the industrial field has become a mainstream task. Overall,
general-purpose detectors are divided into one-stage, two-stage, and anchor-free types.
References [1,2] are one-stage general-purpose detectors and optimizations for one-stage
object detectors. References [3,4] are two-stage general-purpose detectors. Reference [5] is
an anchor-free general-purpose detector. The abovementioned general-purpose detectors
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are mainly trained in natural scenes and often cannot be directly transplanted to industrial
scenes.

In the field of industrial surface defect detection, References [6,7] focused on global
context semantic information for surface defect detection of steel strip and sewer pipe.
References [8,9] designed a surface defect detection method based on deep learning. The
network built in Reference [10] utilizes context information integrated with multiple pieces
of information and applies attention mechanisms to optimize the extraction of rich infor-
mation on steel plate defects, achieving excellent detection results. Reference [11] proposed
a method called the triple-attention semantic segmentation network for small surface de-
fect detection. The classical SENet [12] can be arbitrarily inserted into the classification
network, thus enhancing the feature extraction effect of the classification network without
adding too many parameters. The convolutional block attention module (CBAM) [13],
which pays attention to different dimensions of feature information in both channels and
space, has been widely applied to various classification or detection networks. Coordinate
attention [14] can be arbitrarily inserted into classification or detection models, capturing
cross-channel information as well as direction-sensitive and location-sensitive information
to help the model locate and identify targets of interest more precisely. The global attention
mechanism (GAM) [15] can amplify global dimensional interaction features while reducing
information diffusion.

The aforementioned defect detection methods in the industrial field either have ex-
cellent detection performance or meet the requirements of being lightweight, but they do
not cater to both. This makes them infeasible for deployment in industrial scenarios where
devices without a GPU or edge computing and mobile devices are used. This paper ad-
dresses the dual requirements of defect detection accuracy and speed in industrial scenarios
and proposes a lightweight object detection network. The network is divided into four
parts: a backbone network, multiscale feature aggregation network, residual enhancement
network, and attention enhancement network. The model introduces a convolutional block
attention module (CBAM) to reduce model capacity and enrich feature information. It
carries out information interaction between global features and local features and then
fuses the information extracted using residual attention and attention enhancement in
the multiscale feature aggregation network. Finally, it reduces the number of convolution
kernels in the feature fusion layer to achieve further model compression and a lightweight
attention mechanism.

In the rapidly evolving world of industrial manufacturing and quality assurance, the
pursuit of efficient yet high-performance defect detection solutions has become paramount.
Central to this research endeavor is the development of a cutting-edge model that champi-
ons both lightweight construction and superior performance in defect detection. While the
overarching idea of defect detection is not novel, the need for a solution that harmoniously
combines efficiency with efficacy is more pressing than ever. The modern industrial ecosys-
tem, brimming with an array of complex devices, often presents challenges in terms of
compatibility, especially for equipment devoid of a GPU. The sheer diversity in machinery,
from high-power workstations to low-consumption embedded terminals, necessitates a
flexible solution that can be seamlessly integrated without compromising on performance.
Recognizing this, our research’s primary ambition is to architect a model that is intrinsically
lightweight yet does not sacrifice on its defect detection capabilities.

Through rigorous experimentation and validation processes, we aspire to demonstrate
that our model is not just theoretically sound but is practically deployable even in the most
resource-constrained environments. The promise of being able to deploy such a robust
yet efficient model in devices without a GPU, as well as in low-power embedded systems,
stands as a testament to our commitment to bridging the gap between innovation and
real-world application.
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2. Network Architecture

The industrial surface defect detection network proposed in this paper is divided
into four parts: a backbone network, multiscale feature aggregation network, residual
enhancement network, and attention enhancement network, as seen in Figures 1 and 2.
Firstly, a lightweight residual structure is used as the backbone network, and the attention
mechanism is adopted to enhance feature extraction of the residual block. Secondly, a
feature pyramid network is used to aggregate multiscale feature maps, endowing the
model’s features with multiscale semantic information. Thirdly, a fusion network based on
the residual module and attention enhancement module is designed to strengthen feature
extraction, thereby achieving better surface defect detection results.
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Figure 1. Real-time surface defect detection model—KPD 2.1 backbone network.

In this paper, the network is designed with five feature extraction parts, using 3 × 3
convolution with a stride of 2 for downsampling. Specifically, let the feature map input
into a single feature extraction part be represented as FM, and the feature map generated
after a single feature extraction part be represented as FM′. Then, the generation process of
FM′ is as follows:

FM1 = SiLU (BN (Conv33−2 (FM))) (1)

FM2 = ChAL (BN (Conv33−1 (SiLU(BN (Conv11−1 ( FM1)))))) (2)

FM′ = CoAL (SiLU ( FM1 + FM2)) (3)

SiLU stands for sigmoid linear unit [15], BN is batch normalization, Conv33−2 is a
3 × 3 convolution with a stride of 2, Conv11−1 is a 1 × 1 convolution with a stride of 1,
Conv33−1 is a 3 × 3 convolution with a stride of 1, ChAL is the channel attention layer, and
CoAL is the coordinate attention layer. The channel attention Ach is represented as:

Ach = Sigmoid (MLP(Concat(MaxPool(FM), AvgPool(FM)))) (4)



Electronics 2023, 12, 4388 4 of 16

Sigmoid refers to the sigmoid activation function [16], MaxPool represents global max
pooling, AvgPool signifies global average pooling, and Concat stands for concatenation of
feature maps along the channel dimension. MLP stands for:

MLP = W1(ReLU(W0(FMhconcat))) (5)
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ReLU stands for rectified linear [17], W0 channels are 2C/r, where r is the reduction
rate, and W0 channels are C. Finally, the channel attention Ach is multiplied with the input
feature map FMh to obtain the final generated feature. Moreover, this paper also introduces
a coordinate attention layer (CoAL) into each feature extraction part to further enhance the
network’s feature representation capability. Structurally, CoAL is composed of coordinate
attentions, which decompose channel attention into two one-dimensional feature encoding
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processes, aggregating features along two spatial directions, respectively. The coordinate
attention steps can be formalized as:

Acoh, Acow = Sigmoid(W1(hat)), Sigmoid(W1(wat)) (6)

W1 is the 1 × 1 convolution with channel number C, hat represents attention in the
height direction, and wat denotes attention in the width direction. The steps for hat and wat
can be formalized as follows:

hat, wat = Sp (MLP (Concat (AvgPoolh(FM), AvgPoolw (FM)))) (7)

Sp represents the split operation, AvgPoolh is the global average pooling that com-
presses along the height direction, and AvgPoolw is the global average pooling that com-
presses along the width direction. They compress the feature map FM into FM ∈ RC·W·1

and FM ∈ RC·H·1 in size, respectively. The steps for MLP can be formalized as:

MLP = ReLU(BN(W0(FMoconcat))) (8)

W0 is the 1 × 1 convolution with channel number C/r, where r is the reduction rate,
and BN stands for batch normalization. Finally, Acoh and Acow are multiplied with the
input feature map FMo to generate the final feature. The backbone network in this paper is
primarily designed for the detection of industrial surface defects and can be composed of
just five feature extraction parts. The single feature extraction part of the backbone network
is shown in Figure 3.
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2.1. Multiscale Feature Aggregation Network

The multiscale feature aggregation network proposed in this paper uses three feature
aggregation groups, as seen in Figure 4. The first group directly uses the features from the
backbone network, while the latter two aggregations are derived from deeper semantic
features, i.e., the information after residual attention and attention enhancement.
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Specifically, for the input image FM, the output features of the last three feature
extraction parts of the backbone network are represented as:

BackFM = {Back3, Back4, Back5} (9)

The outputs of the multiscale feature aggregation network, the residual enhancement
network, and the attention enhancement network are, respectively, represented as:

MultiFM = {Multi3, Multi4, Multi5} (10)

ResidualFM = {Residual3, Residual4, Residual5} (11)

AttentionFM = {Attention3, Attention4, Attention5} (12)

Then, Multi5 in the multi-scale feature aggregation network can be formalized as:

Multi5 = Conv11(Conv11(Conv33(SPPF(Back5)))) (13)

Conv11 refers to the 1 × 1 convolution, Conv33 is the 3 × 3 convolution, SPPF stands
for the SPPF module, and Back5 is the output from the feature extraction part 5 of the
backbone network. Multi4 in the multiscale feature aggregation network can be formalized
as:

Multi4 = Conv33(Concat(Up(Conv11(Attention5), Back4))) (14)

Back4 refers to the output from the feature extraction part 4 of the backbone network,
Attention5 is the output from attention module 1 of the attention enhancement network,
and Up represents the up sampling operation. Multi3 in the multiscale feature aggregation
network can be formalized as:

Multi3 = Conv33(Concat(Up(Conv11(Attention4), Back3))) (15)

Here, Back3 refers to the output from the feature extraction part 3 of the backbone
network, and Attention4 is the output from attention module 2 of the attention enhancement
network.

2.2. Residual Enhancement Network

To enable the multiscale feature aggregation network to aggregate deeper semantic
feature information, a residual enhancement network is attached after the multiscale
feature aggregation network. This network consists of three residual modules and a single
residual module, as seen in Figure 5. Unlike the backbone network, each residual module
in the residual enhancement network does not need to downsample and only uses two
convolution groups, namely 1 × 1 and 3 × 3. Each residual module is designed with the
same attention residual edge to achieve attention to the spatial focus. Let the feature map
of a single residual module be represented as FM; the steps of a single residual module can
be formalized as:

FM′ = ReLU(FM + ConvBl33(ConvBl11(FM)) + CBAM(FM)) (16)

where ConvBl33 and ConvBl11 are 3× 3 and 1× 1 convolution groups, respectively, CBAM
takes the input feature map FM ∈ RC·H·W and performs global max pooling and global
average pooling, respectively, obtaining two feature maps of the same size. Subsequently,
these two feature maps are added, and then passed through a 3× 3 convolution to generate
a residual edge with information attention capability, which can be formalized as follows:

CBAM = Conv33−1·1(MaxPool(FM) + AvgPool(FM)) (17)
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where Conv33−1·1 is a 3 × 3 convolution with a stride of 1 and padding of 1, MaxPool is the
global max pooling, and AvgPool is the global average pooling.
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2.3. Attention Enhancement Network

This paper designs an attention enhancement network to utilize deeper semantic
information, thereby improving the feature extraction capability of the lightweight in-
dustrial surface defect detection network. This network is very convenient and can be
used as needed. The attention enhancement network has two parts: one part is the global
semantic information, and the other part is the local semantic information. The attention
enhancement network fuses the two. The attention enhancement network consists of three
attention enhancement modules. The steps of the single attention enhancement module
shown in Figure 6, At, can be formalized as:

At = FM g Sigmoid(MLP3(MLP2(FM) + MLP1(FM))) (18)
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MLP3 can be formalized as:

MLP3 = Sigmoid
(

Conv11(t=C)

(
ReLU

(
Conv11(t=C/r)(FM)

)))
(19)

Here, Conv11(t=C) represents a 1 × 1 convolution with C channels, and Conv11(t=C/r)
represents a 1 × 1 convolution with t = C/r channels (r is the reduction rate). Here, MLP2
can be formalized as:

MLP2 = BN
(

Conv11(t=C)

(
ReLU

(
Conv11(t=C/r)(FM)

)))
(20)

MLP1 can be formalized as:

MLP1 = BN
(

Conv11(t=C)

(
ReLU

(
Conv11(t=C/r)(AvgPool(FM))

)))
(21)

3. Experiments and Results
3.1. Datasets

The experimental datasets in this paper include PCB [18], NEU-DET [19], Tianchi
fabric [20], and Tianchi ceramic tile [21]. PCB dataset: This dataset consists of 1500 PCB
images, covering six types of PCB defects. In this study, 1230 images were selected as the
training set, and 270 images were used as the test set, as seen in Figure 7.
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NEU-DET dataset: A defect classification dataset for hot-rolled steel plates. It includes
six types of defect, including cracks, inclusions, patches, pitted surfaces, rolled-in scales,
and scratches. The dataset contains 1800 images, with 300 images for each defect type. For
this study, 1260 images were selected as the training set, and 540 images were used as the
test set, as seen in Figure 8.
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Tianchi fabric dataset: This dataset covers 20 different types of fabric defects, including
ColorFly, Singeing, Knot, Warp Loosening, ColorOut, Warper’s Knot, Hole, and Coarse,
among others. It consists of a total of 4775 images. For this study, 3500 images were selected
as the training set, and 1200 images were used as the test set, as seen in Figure 9.
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Tianchi ceramic tile dataset: This dataset includes three major categories of defect:
edge chipping, hole, and line, with a total of 941 images. For this study, 658 images were
selected as the training set, and 187 images were used as the test set. It is worth noting that
the Tianchi ceramic tile dataset contains a large number of small target defects, with the
smallest defect pixel size being only 8 pixels, as seen in Figure 10.
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3.2. Experimental Parameters

The experiments in this paper were conducted in an environment with an Ubuntu
20.04 operating system and PyTorch 2.0.1. The hardware units used were an Intel Core
i9-7980XE CPU, 96 GB of memory, and an NVIDIA TITAN RTX GPU 24 G. To verify the
deployability and applicability of lightweight models, we prepared a desktop computer
equipped only with an i5 12400 CPU, without a GPU, and two embedded devices, the
RaspberryPi 4B and FriendlayArm Neo2.

The Raspberry Pi 4B is the latest addition to the renowned Raspberry Pi series, known
for providing affordable computing capabilities in a compact form. At the heart of the
Raspberry Pi 4B lies the Broadcom BCM2711 SoC, which houses a quad-core ARM Cortex-
A72 CPU. This CPU is clocked at up to 1.5 GHz.

FriendlyARM’s NanoPi NEO2 is a compact and highly affordable single-board com-
puter. Central to the NanoPi NEO2 is the Allwinner H5 SoC, which incorporates a quad-core
ARM Cortex-A53 CPU. This CPU operates at up to 1.5 GHz.

The training images were resized to 640 × 640, and the batch size was set to 8. All
models were trained for 300 epochs without using pretrained weights. The initial learning
rate was set to 0.01, and the optimizer used was SGD.

3.3. Model Evaluation Metrics and Results Comparison

To evaluate the performance of the proposed model, eight metrics [22] were used in
this study. They are precision (P), recall®, F1 score, mAP@.5, mAP@.5-.95, parameters,
GFLOPS, and speed.

This paper evaluates the defect detection performance of the proposed model on
industrial surface defect datasets including PCB, NEU-DET, Tianchi fabric, and Tianchi
ceramic tile. A comparison was made with the widely used MobileNetV3-L [23], SSD-
512 [24], YOLOv5 [25], and the latest YOLOv8 [1] series object detection models. Tables 1–4
present the experimental results of different models used on the four datasets.
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Table 1. Experimental result comparison using PCB dataset.

Model Name P R F1 mAP@.5 mAP@.5-.95 Parameters GFLOPS

MobileNetV3-L 0.876 0.842 0.857 0.809 0.337 5.5M 0.2
SSD-512 0.955 0.960 0.956 0.982 0.743 27.2M 180

YOLOv5n 0.932 0.901 0.916 0.958 0.593 1.9M 4.5
YOLOv5s 0.939 0.914 0.940 0.963 0.638 7.03M 16.0
YOLOv8n 0.946 0.948 0.947 0.980 0.751 3.2M 8.9
YOLOv8s 0.953 0.959 0.956 0.982 0.731 11.17M 28.8

KPD 0.955 0.961 0.958 0.984 0.731 2.3M 8.8

Table 2. Experimental result comparison using NEU-DET dataset.

Model Name P R F1 mAP@.5 mAP@.5-.95 Parameters GFLOPS

MobileNetV3-L 0.407 0.525 0.457 0.500 0.159 5.5M 0.2
SSD-512 0.528 0.640 0.579 0.603 0.321 27.2M 180

YOLOv5n 0.411 0.534 0.464 0.518 0.221 1.9M 4.5
YOLOv5s 0.488 0.592 0.534 0.558 0.264 7.03M 16.0
YOLOv8n 0.509 0.643 0.568 0.586 0.284 3.2M 8.9
YOLOv8s 0.526 0.622 0.570 0.596 0.301 11.17M 28.8

KPD 0.522 0.644 0.574 0.606 0.269 2.3M 8.8

Table 3. Experimental result comparison using Tianchi fabric dataset.

Model Name P R F1 mAP@.5 mAP@.5-.95 Parameters GFLOPS

MobileNetV3-L 0.466 0.400 0.400 0.401 0.141 5.5M 0.2
SSD-512 0.494 0.441 0.441 0.419 0.266 27.2M 180

YOLOv5n 0.491 0.408 0.446 0.404 0.180 1.9M 4.5
YOLOv5s 0.493 0.437 0.463 0.416 0.187 7.03M 16.0
YOLOv8n 0.441 0.414 0.427 0.389 0.189 3.2M 8.9
YOLOv8s 0.495 0.435 0.463 0.418 0.205 11.17M 28.8

KPD 0.496 0.442 0.470 0.421 0.180 2.3M 8.8

Table 4. Experimental result comparison using Tianchi ceramic tile dataset.

Model Name P R F1 mAP@.5 mAP@.5-.95 Parameters GFLOPS

MobileNetV3-L 0.425 0.421 0.421 0.392 0.155 5.5M 0.2
SSD-512 0.590 0.558 0.572 0.526 0.288 27.2M 180

YOLOv5n 0.544 0.535 0.540 0.500 0.237 1.9M 4.5
YOLOv5s 0.588 0.551 0.527 0.521 0.259 7.03M 16.0
YOLOv8n 0.569 0.476 0.518 0.432 0.222 3.2M 8.9
YOLOv8s 0.567 0.434 0.491 0.446 0.238 11.17M 28.8

KPD 0.579 0.538 0.558 0.501 0.189 2.3M 8.8

Similarly, we evaluated and compared the performance of four lightweight mod-
els: YOLOv5n, YOLOv8n, SSD-512, MobileNet-L, and KPD, on a CPU-only device and
embedded devices. Their speed values are documented in Tables 5–8.

Table 5. Experimental results of PCB dataset comparison in low-performance configuration.

Model and Parameter Size PCB Data

Model Name Parameters GFLOPS
CPU

i5 12400
Speed (ms)

CPU
i5 12400
mAP-0.5

RaspberryPi
4B

Speed (ms)

RaspberryPi
4B

mAP-0.5

FriendlyArm
Neo2

Speed (ms)

FriendlyArm
Neo2

mAP-0.5

MobileNetV3-L 5.5M 0.2 24 0.808 120 0.802 55 0.806
YOLOv5n 1.9M 4.5 80 0.956 880 0.957 425 0.955
YOLOv8n 3.2M 8.9 154 0.982 1255 0.981 597 0.979

KPD 2.3M 8.8 148 0.983 1025 0.983 487 0.980
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Table 6. Experimental results of NEU-DET dataset comparison in low-performance configuration.

Model and Parameter Size PCB Data

Model Name Parameters GFLOPS
CPU

i5 12400
Speed (ms)

CPU
i5 12400
mAP-0.5

RaspberryPi
4B

Speed (ms)

RaspberryPi
4B

mAP-0.5

FriendlyArm
Neo2

Speed (ms)

FriendlyArm
Neo2

mAP-0.5

MobileNetV3-L 5.5M 0.2 31 0.500 144 0.496 66 0.501
YOLOv5n 1.9M 4.5 95 0.518 1144 0.520 551 0.516
YOLOv8n 3.2M 8.9 200 0.586 1565 0.582 764 0.586

KPD 2.3M 8.8 170 0.604 1412 0.603 560 0.605

Table 7. Experimental results of Tianchi fabric dataset comparison in low-performance configuration.

Model and Parameter Size PCB Data

Model Name Parameters GFLOPS
CPU

i5 12400
Speed (ms)

CPU
i5 12400
mAP-0.5

RaspberryPi
4B

Speed (ms)

RaspberryPi
4B

mAP-0.5

FriendlyArm
Neo2

Speed (ms)

FriendlyArm
Neo2

mAP-0.5

MobileNetV3-L 5.5M 0.2 39 0.398 188 0.388 82 0.399
YOLOv5n 1.9M 4.5 114 0.402 1430 0.405 661 0.406
YOLOv8n 3.2M 8.9 286 0.388 1800 0.387 994 0.389

KPD 2.3M 8.8 195 0.420 1694 0.421 644 0.417

Table 8. Experimental results of Tianchi ceramic tile dataset comparison in low-performance
configuration.

Model and Parameter Size PCB Data

Model Name Parameters GFLOPS
CPU

i5 12400
Speed (ms)

CPU
i5 12400
mAP-0.5

RaspberryPi
4B

Speed (ms)

RaspberryPi
4B

mAP-0.5

FriendlyArm
Neo2

Speed (ms)

FriendlyArm
Neo2

mAP-0.5

MobileNetV3-L 5.5M 0.2 36 0.3392 120 0.390 87 0.388
YOLOv5n 1.9M 4.5 124 0.502 880 0.501 688 0.499
YOLOv8n 3.2M 8.9 251 0.432 1255 0.435 949 0.435

KPD 2.3M 8.8 247 0.502 1025 0.505 803 0.500

The performance of the KPD model used on four types of dataset is shown in four
tables. Compared to lightweight models with the same level of parameters, the four metrics
P, R, F1, and mAP@.5 of KPD are superior to those of YOLOv5n and YOLOv8n. In particular,
the performance of the KPD model at 300 epochs mAP@.5 is relatively excellent, as seen
in Figures 11–14. Compared with the YOLOv5s, YOLOv8s SSD-512 models, which have
5~10 times the parameters of our own model, the four metrics P, R, F1, and mAP@.5 of
KPD reach or even surpass those of YOLOv5s and YOLOv8s on the PCB, NEU-DET, and
Tianchi fabric datasets. However, the performance of mAP@.5 on the Tianchi ceramic tile
dataset is not prominent.
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From the perspective of deployment without GPUs and on embedded devices, al-
though the speed performance of KPD on CPU devices and embedded devices falls between
YOLOv5n and YOLOv8n; as evidenced by Tables 5–8, the detection accuracy of KPD greatly
surpasses that of MobileNetV3-L, YOLOv5n, and YOLOv8n. The author believes that the
KPD model is worth deploying in an embedded device.

The authors believe that in considering the compression and light weighting of the
KPD model’s five feature extraction parts, using a 3 × 3 convolution with a stride of 2 for
downsampling to replace max pooling can greatly reduce the size of the feature map and
thus greatly reduce the computational load from an engineering perspective. However,
max pooling [26] has the function of suppressing noise. Both YOLOv5s and YOLOv8s have
the ability of max pooling in the main network.

It can be inferred that the KPD model cannot accurately identify some subtle defect
features in the defect detection process with only a few pixel sizes due to noise interference.
In addition, due to the inability to suppress noise, the performance of the KPD model on
the mAP@.5-.95 indicator is relatively poor.
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It should be noted that in the scenario of defect detection, if a product defect is
detected, perform a second confirmation is performed for reinspection. Therefore, instead
of accurately pointing out where the defect is, there is greater concern regarding whether
deep learning can replace human eye detection to detect whether there are defects on a
surface. That is, in industrial inspection application scenarios, the model’s performance
regarding the mAP@.5 indicator often receives more attention than that of the mAP@.5-.95
indicator.

3.4. Results of Ablation Experiments

In the series of ablation experiments presented in this paper, various components of
the proposed model were systematically removed to analyze their respective contributions
to the overall performance. For clarity, we introduced the following abbreviations:

- BS: backbone network (without attention);
- ChCo: backbone network (incorporating CHAL and COAL structures);
- MF: multiscale feature aggregation network;
- RE: residual enhancement network;
- AE: attention enhancement network.

Four datasets served as the experimental battlegrounds for verifying the importance of
each component. The experimental results, as encapsulated in Table 9, showed significant
insights. Using the full-fledged BS + ChCo + MF + RE + AE (KPD) configuration as our
reference point, we observed that upon the removal of the ChCo attention mechanism from
the backbone, there was a decline in P, R, F1, and mAP@.5 metrics by 0.002, 0.007, and 0.006,
respectively. This alone emphasizes the value ChCo adds to the model’s efficacy.

Table 9. Results of ablation experiments on the PCB dataset.

Method P R F1 mAP@.5

BS + ChCo +MF + RE + AE 0.955 0.961 0.958 0.984
BS +MF +RE +AE 0.953 0.954 0.948 0.978

BS + MF + RE 0.946 0.926 0.941 0.975
BS + MF 0.942 0.925 0.939 0.964

Taking it a step further, when the attention enhancement network (AE) was excluded,
the F1 and mAP@.5 of BS + MF + RE faced reductions by 0.007, 0.028, 0.007, and 0.003 in
sequence. To push the boundaries of this evaluation, the residual enhancement network
(RE) was also eliminated, leading to declines in the F1 and mAP@.5 metrics of BS + MF
by 0.004, 0.001, 0.002, and 0.011. These successive degradations in performance with
the removal of each module underscore their collective and individual significance in
the proposed algorithmic model. Furthermore, this is not just an isolated case. The
model’s ablation results across three other datasets, as detailed in Tables 10–12, consistently
reinforce this observation, affirming the critical roles played by the attention mechanism in
the backbone network, the attention enhancement network, and the residual enhancement
network. The evidence is clear: each component, especially when integrated, substantially
elevates the model’s performance.

Table 10. Results of ablation experiments on the NEU-DET dataset.

Method P R F1 mAP@.5

BS + ChCo + MF + RE + AE 0.522 0.644 0.574 0.606
BS + MF + RE + AE 0.521 0.611 0.561 0.561

BS + MF + RE 0.477 0.552 0.552 0.510
BS + MF 0.456 0.540 0.495 0.519
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Table 11. Results of ablation experiments on the Tianchi fabric dataset.

Method P R F1 mAP@.5

BS + ChCo + MF + RE + AE 0.496 0.442 0.470 0.421
BS + MF + RE + AE 0.491 0.438 0.463 0.418

BS + MF + RE 0.462 0.422 0.441 0.411
BS + MF 0.445 0.411 0.426 0.402

Table 12. Results of ablation experiments on the Tianchi ceramic tile dataset.

Method P R F1 mAP@.5

BS + ChCo + MF + RE + AE 0.579 0.538 0.558 0.501
BS + MF + RE + AE 0.576 0.532 0.553 0.497

BS + MF + RE 0.569 0.528 0.549 0.494
BS + MF 0.559 0.511 0.535 0.486

4. Conclusions

For industrial product surface defect detection, this paper proposed a novel network
structure based on full-process attention enhancement. This network uses a lightweight
residual structure as the main network and uses an attention mechanism to enhance the
feature extraction of the residual block, forming a feature extraction module with strong
extraction capability. This structure is stacked to form the main network. At the same time,
this network uses a feature pyramid network to aggregate feature maps with multiscale
and multidepth semantics, providing the model’s features with multiscale information
and allowing it to pay attention to more features. Finally, this paper combined a residual
module and an attention enhancement module to enhance the feature extraction of the
feature map output by the multiscale feature aggregation network, thus achieving better
surface defect detection results.

Although the lightweight KPD model uses a 3 × 3 convolution with a stride of 2
for downsampling to replace max pooling, it loses some ability to suppress noise, which
results in a less ideal mAP@.5-.95 indicator. However, the KPD model, with good mAP@.5
performance, does not affect its application in industrial scenarios.

5. Future Work

In the future, the authors will focus on small defects in industrial products, design
lightweight optimization methods, implement lightweight small defect detection networks
that can meet real-time and accuracy requirements, and research portable intelligent de-
tection devices that can provide technical support for surface defect detection and related
visual sensing industries. Building upon our aspirations, it is our hope that the KPD model
derived from our research can be extensively applied across a myriad of embedded and
wearable devices. For instance, factory workers could don AR glasses to patrol production
lines, leveraging our model to inspect product quality in real time. Similarly, quality assur-
ance personnel could easily load our model onto their smartphones, using it as a reliable
aid at inspection stations to assist in evaluating product quality.
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