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Over the past several decades, artificial intelligence (AI) has been tremendously
boosted by new algorithm designs, exponentially increased computing power, and an
immense volume of calculation materials (i.e., data). Nevertheless, appropriate feature
fusion and high-level, abstract forms of knowledge representation are required to help AI
to achieve better results, as the primary goal of AI research is to enable machines to perform
complex tasks that would typically require human intelligence.

Restoration and perception enhancement techniques are active research areas in
robotics which play essential roles in helping us to perceive and understand the world.
Their applications include human activity recognition, surgical medicine, geoinformatics,
and remote sensing analysis.

Artificial intelligence based on computer vision has been greatly strengthened and
developed, becoming one of the most important developing areas in robotics. Object
recognition, classification, segmentation, topology, network, efficiency, navigation, and
search based on spatial attributes are also anticipated to become important and valuable
fields of development in artificial intelligence and robotics in the future.

Recently, intelligent reasoning has been widely used to address the significant technical
issues involved in implementing AI in real-world applications, such as intelligent medical
care, environmental analysis and prediction, autonomous driving, intelligent transportation,
text classification, recommended systems, machine translation, and analog dialogues.

In this Special Issue, we present groundbreaking research and case studies that demon-
strate the future applications of and advances in artificial intelligence and robotics, espe-
cially regarding visual and spatial perception enhancement and reasoning.

Yungyao Chen et al. (Contribution 1) introduce HDRFormer, an innovative framework
designed to enhance high dynamic range (HDR) image quality in edge cloud-based video
surveillance systems. Leveraging advanced deep learning algorithms and Internet of
Things (IoT) technology, HDRFormer employs a unique architecture comprising a feature
extraction module (FEM) and a weighted attention module (WAM). The FEM leverages a
transformer-based hierarchical structure to adeptly capture multiscale image information.
In addition, guided filters are utilized to steer the network, thereby enhancing the structural
integrity of the images. On the other hand, the WAM focuses on reconstructing saturated
areas, improving the perceptual quality of the images and rendering natural, saturated
reconstructed HDR images. In addition, the framework exhibits outstanding performance
in multiscale structural similarity (MS-SSIM) and HDR visual difference predictor (HDR-
VDP2.2). The proposed method not only outperforms the existing HDR reconstruction
techniques [1,2], but also offers better generalization capabilities, laying a robust foundation
for future applications in smart cities.
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Jiawei Tian et al. (Contribution 2) developed a novel calibration algorithm that cap-
italizes on the unique attributes of binocular endoscopes [3]. By integrating principles
of monocular camera calibration, their proposed algorithm effectively eliminates vertical
disparity while retaining horizontal disparity in stereo images. This not only simplifies
the subsequent stereo matching operation, but also meets stringent accuracy standards, as
evidenced by robust experimental validation. Moreover, their investigation into the 3D
cardiac soft tissue surface reconstruction method has yielded promising results. The uti-
lization of a stereo endoscope vision system [4] in conjunction with dense parallax images
has facilitated accurate 3D coordinate acquisition within the left endoscope coordinate sys-
tem. The subsequent surface reconstruction process, employing a dual-pass filter and the
Delaunay triangulation method, has proven highly effective in generating a detailed and
accurate representation of the surface of cardiac soft tissue. Their experimental validation
demonstrated that the reconstructed 3D spatial points closely align with manually obtained
coordinates, with deviations falling well within acceptable error margins.

Yanhua Liu et al. (Contribution 3) proposed a dose image reconstruction method
based on tensor sparse dictionary learning. Specifically, they combine tensor coding with
compressed sensing data, extend 2D dictionary learning to 3D by using a tensor product,
and then utilize the spatial information of X-ray acoustic signals more efficiently [5,6]. To
reduce the artifacts of reconstruction images caused by spare sampling, they design an
alternate iterative solution of the tensor sparse coefficient and tensor dictionary. In addition,
they build an X-ray-induced acoustic dose image reconstruction system, simulate X-ray
acoustic signals based on information from patients from the Sichuan Cancer Hospital, and
then create simulated datasets. Compared to typical, state-of-the art imaging methods, their
experimental results demonstrate that this method can significantly improve the quality of
reconstructed images and the accuracy of dose distribution.

Runxin Liu et al. (Contribution 4) propose a heterogeneous quasi-continuous spiking
cortical model (HQC-SCM) method for neutron and gamma-ray pulse shape discrimination.
Their method utilizes specific neural responses for different features inside radiation pulse
signals [7], fully extracting features present in the falling edge and delayed fluorescence
parts. Subsequently, the contributions of the HQC-SCM’s parameters to its discrimination
performance are studied to identify an automatic parameter selection strategy for the
HQC-SCM. Since the HQC-SCM is a chaotic system that cannot be optimized by traditional
algorithms like gradient descent [8], a GA-based parameter optimization method is pro-
posed. Experiments are then conducted to evaluate the performance of this optimization
method in finding the local optima of the HQC-SCM’s parameter solutions. It is found that
the GA can optimize solutions in a way closer to stochastic searching, which is suitable for
local optima searching in a chaotic system like the HQC-SCM. This GA-based optimization
method is efficient and robust, locating local optima in just a few iterations of evolution.

Shengliang Cai et al. (Contribution 5) propose an energy-based semantic augmented
segmentation (ESAS) model, a new approach to cross-modality image segmentation [9,10]
which leverages the energy of the support modality’s latent semantic features to generate
semantic comparative modality information. This is a novel, generalizable method that can
be applied to most unpaired multimodal image learning tasks. To achieve it, they developed
a framework that involves the use of a pre-trained model with shared parameters, which
is then used to train an energy-based model that leverages modality-shared knowledge.
They conducted experiments on the MM-WHS 2017 dataset to evaluate the performance of
this method. The results of their experiments demonstrate that their proposed approach
is effective in improving the segmentation performance of query modality images by
incorporating prior knowledge from supporting modality images. Overall, their novel
framework could provide a valuable contribution to the field of cross-modality image
segmentation and can potentially be applied to a range of medical imaging applications.

Qiuxiang Gu et al. (Contribution 6) construct a parallel platform and its mechan-
ical structure design. Based on a microprogrammed control unit (MCU) + pre-driver
chip + three-phase full bridge solution, they complete the circuit design of the motor driver.
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The programs of the MCU and the the parallel platform control center are developed to
drive six parallel robotic arms, and system joint debugging is also completed, achieving
a closed-loop control effect in the parallel platform workspace. As a result, they create a
physical platform with low costs and a flexible structure. It can easily replace the com-
ponent of the parallel platform control center [11,12] to create other algorithms and test
their effectiveness.

Feng Xiong et al. (Contribution 7) presents a novel generalized knowledge distillation
framework to overcome the limitations of missing modalities in glioma segmentation,
particularly in unimodal scenarios. Their framework successfully extracts rich knowledge
from a multimodal segmentation model [13,14] and transfers it to a unimodal segmen-
tation model, enhancing its performance. They introduce two knowledge distillation
strategies—segmentation map distillation and cascade region attention distillation—to
effectively transfer multimodal knowledge from the teacher model. The segmentation map
distillation strategy enables the student model to mimic the teacher’s output and acquire
segmentation capabilities. In contrast, the cascade region attention distillation strategy
employs label masks to concentrate on local features and allows the student model to
focus on essential knowledge without being distracted by superfluous feature information.
Notably, their proposed framework requires less training effort than alternative methods
and demonstrates superior segmentation performance in unimodal scenarios.

We would like to thank all the authors and reviewers for their contributions to this
Special Issue. We hope that this Special Issue and the seven articles that comprise it will
help readers to better understand artificial intelligence and robotics and inspire further
research and new results within this exciting domain.
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