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Abstract: Deep learning-based vulnerability detection models have received widespread attention;
however, these models are susceptible to adversarial attack, and adversarial examples are a primary
research direction to improve the robustness of the models. There are three main categories of
adversarial example generation methods for source code tasks: changing identifier names, adding
dead code, and changing code structure. However, these methods cannot be directly applied to
vulnerability detection. Therefore, we propose the first study of adversarial attack on vulnerability
detection models. Specifically, we utilize equivalent transformations to generate candidate statements
and introduce an improved Monte Carlo tree search algorithm to guide the selection of candidate
statements to generate adversarial examples. In addition, we devise a black-box approach that
can be applied to widespread vulnerability detection models. The experimental results show that
our approach achieves attack success rates of 16.48%, 27.92%, and 65.20%, respectively, in three
vulnerability detection models with different levels of granularity. Compared with the state-of-the-art
source code attack method ALERT, our method can handle models with identifier name mapping,
and our attack success rate is 27.59% higher on average than ALERT.

Keywords: vulnerability detection; adversarial examples; code transformation; deep learning

1. Introduction

Software vulnerabilities are prevalent, as evidenced by the steady increase of vul-
nerabilities reported by the Common Vulnerabilities and Exposures (CVE) [1]. The ideal
solution is to detect and patch security problems before the software is released. Static
analysis [2–6], which detects vulnerabilities by analyzing code without software execution,
is widely used because of its high coverage of code paths and high efficiency. In parallel,
dynamic analysis [7,8], which executes the software while monitoring its behavior, is also
an effective way because of its high accuracy in discovering vulnerabilities. In this paper,
we center on static analysis-based vulnerability detectors. A recent development in static
analysis-based vulnerability detection is the integration of Deep Learning (DL) techniques.
DL-based vulnerability detectors [9–13] have attracted much attention because they do not
require human experts to define vulnerability features and can achieve low false positive
rates and low false negative rates.

Adversarial examples against DL models have been studied in many domains, such
as image processing [14–17], automatic speech recognition [18–21], natural language pro-
cessing [22–24], and source code processing [25–28]. Intuitively, there is also a significant
hazard lying under the DL models in vulnerability detection, i.e., the lack of adversarial
robustness. From the perspective of human beings, the vulnerable code often has small
differences from the non-vulnerable examples but is incorrectly classified as non-vulnerable
by DL-based vulnerability detectors. Such vulnerable code evades vulnerability detectors
and can be used to launch damaging attacks, for example, using the hidden vulnerability
as a backdoor to conduct malicious behaviors [29]. However, the adversarial examples
against DL-based vulnerability detectors have not been investigated. Existing approaches
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to generating adversarial examples for other domains are incompetent for vulnerability
detection owing to the following three reasons.

First, unlike the continuous space of images and speeches, vulnerability detection
has a discrete space of source code, which is difficult to optimize. Moreover, small pertur-
bations of source code are often clearly perceptible; the replacement of even a character
in a statement may lead to incorrect syntax and failure to compile. Second, unlike the
loose constraints of natural languages, the source code for vulnerability detection is strictly
bounded by rigid lexical and syntactical constraints. Therefore, the adversarial perturba-
tions of source code must satisfy all these constraints; otherwise, the generated adversarial
examples would encounter compilation errors and would be directly rejected for further
analysis. Third, the approaches to generating adversarial examples in source code process-
ing [25–28], including identifier renaming [27,28,30], dead-code insertion [28], and code
structure changes [25,26], are incompetent for vulnerability detection because (i) identifier
renaming is ineffective for many vulnerability detectors, which usually maps the identifier
to symbolic names; (ii) dead-code insertion (for example, inserting a new unused variable
declaration) is ineffective for program slice-based vulnerability detectors because the in-
serted dead code is independent of vulnerable statements and would not be included in the
program slices for vulnerability detection; and (iii) code structure changes usually involve
large changes, not small perturbations.

Our aims. DL-based vulnerability detection models still have the problem of in-
sufficient robustness, and these models are susceptible to adversarial attacks. However,
the main research to improve the robustness of models is the generation of adversarial
examples. This paper aims to generate adversarial samples for DL-based vulnerability
detection models that differ in operator granularity, vector representation, and neural
network structure.

Our contributions. In this paper, we present ADVULCODE, the first framework for
the efficient generation of adversarial example code for DL-based vulnerability detection
models. The contributions of this paper include:

• We present the first automated attack framework for vulnerability detection models,
which is designed as a black-box that can work for a wide range of vulnerability
detection models;

• We devise a transformation strategy to generate candidate lists using a combination of
applying different transformation rules and repeating a single rule. This transforma-
tion strategy is effective in ensuring the quality and quantity of candidate statements;

• We improve the Monte Carlo tree search (MCTS) algorithm used in guiding the
generation of adversarial examples to enhance the efficiency of adversarial exam-
ple generation;

• We select three vulnerability detection models with different deep neural networks and
different levels of granularity, i.e., slice + token + BGRU, function + token + BLSTM,
and function + graph + GGNN, and our attack success rate reaches 16.48%, 27.92%, and
65.20%, respectively. Moreover, we further investigate the impact of transformation
rules and vulnerability lines on the generation of adversarial examples.

The remainder of this paper is organized as follows: Section 2 discusses the basic
framework of the DL-based vulnerability detectors. Section 3 discusses our selected code
transformation rules. In Section 4, we present the design of our attack; Section 5 presents
our experiments and results; Section 6 discusses limitations of the present study; Section 7
describes our future work; Section 8 reviews the related prior work; and Section 9 concludes
the present paper.

2. DL-Based Vulnerability Detection

Figure 1 illustrates the process of DL-based vulnerability detection. There are two
phases: the training phase and the detection phase. In the training phase, the input is the
source code of training programs for training a DL model, and the output is the trained
DL model. In the detection phase, the input is the source code of target programs for
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vulnerability detection, and the output is the classification results of code examples in
target programs, i.e., the class and the probability that the DL model predicts the code
example as vulnerable. The training phase involves Steps 1, 2, and 3, and the detection
phase involves Steps 1, 2, and 4.

• Step 1: Generating code examples. We decompose training programs and target
programs into code examples. Each code example can be a function [11,13,31] or
a program slice [9,10,32], where a program slice is a number of statements that are
semantically related to each other in terms of data dependency and control dependency.
The corresponding DL-based vulnerability detectors are respectively called function-
level and slice-level vulnerability detectors;

• Step 2: Transforming code examples into vectors. In order to input the code examples
into the DL model, each code example from training and target programs needs to be
represented as a sequence of tokens [9,10,32] or Abstract Syntax Trees (ASTs) [11,33,34],
or graphs [13], and then encoded into vectors. For training programs, the vector
corresponding to each code example is labeled as “1” (i.e., vulnerable) or “0” (i.e.,
non-vulnerable) according to whether it is vulnerable or not;

• Step 3: Training a DL model. We leverage the vectors corresponding to code fragments
and their labels from training programs to learn a deep neural network, e.g., Bidi-
rectional Gated Recurrent Unit (BGRU) [10], Bidirectional Long Short-Term Memory
(BLSTM) [9,33], and Gated Graph Neural Networks (GGNN) [13];

• Step 4: Applying the trained deep learning model to detect vulnerabilities. We apply
the trained DL model in the detection phase to detect vulnerabilities in target programs,
and output the classification results of code examples in target programs.

Training 
programs 

Step 1: 
Generating  

code 
examples

Step 2: 
Transforming 

code examples 
into vectors

Step 3: Training a 
deep learning model

Input

Step 4: Applying the 
trained deep 

learning model to 
detect vulnerabilities 

Target 
programs 

Step 1: 
Generating  

code 
examples 

Step 2: 
Transforming 

code examples 
into vectors Classification 

results of code 
examples

Output

Training phase

Detection phase

Figure 1. Process of DL-based vulnerability detection.

3. Code Transformation Rules

In this section, we introduce three types of code-equivalent transformations, containing
13 transformation rules. Our transformations focus on syntactic and variable elements.
The purpose of the code transformations is to add perturbations to the code statements to
generate a list of candidate adversarial statements. These candidate adversarial statements
in different code statements can be combined to generate the final adversarial examples.

In the domains of natural language processing and images, the feature space is continu-
ous, while for code, the feature space is discrete. Therefore, there are different requirements
in the source code domain. Specifically, we consider the following three factors when choos-
ing code transformations. The first factor is preserving semantics. Semantics-preserving
transformations ensure that the functionality of the code is unchanged before and after the
transformation. We consider code transformations to be meaningful only if the function-
ality of the code is unchanged. The second factor is syntactic correctness. The perturbed
code should be syntactically correct. Otherwise, the program will encounter compilation
errors that are easily detectable. The third factor is preserving vulnerability. Unlike other
source code processing tasks, the preservation of vulnerabilities in vulnerability detection is
necessary. Vulnerable programs should still preserve vulnerabilities after code perturbation.
Otherwise, the code example that makes the vulnerability detection model fail is not an
adversarial example because the true vulnerability label has changed.
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In short, we select code transformations based on these three factors. We have classified
these 13 different transformations into three types, which are briefly introduced below.

3.1. Operator Transformations

As shown in Table 1, operator transformations change operators in code, such as rela-
tional and subscript operators, into forms that are semantically identical. The replaceable
token (Rule 1) is only available in C++ and contains a total of 11 pairs of replaceable tokens.
The relational operator transformation (Rule 2) changes the expression of relations, but not
the logical result; therefore, this rule allows more flexibility in changing specific tokens. We
also add a perturbation strength parameter to allow multiple negation transformations for
relational operator transformations.

Table 1. Operator transformation rules

ID Rule Type Rule Description

1 Replaceable token Replace with replaceable token identifier or
operator only C++, e.g., &&→ and.

2 Relational operator transformation
Change relational operators, swapping

variables as needed, e.g.,
a > b→ b < a or !(a <= b).

3 Array usage transformation Transforming the way to reference array
elements, e.g., a[1] = 1→ ∗(a + 1) = 1.

4 Equivalent calculation Change the arithmetic operator, e.g.,
a + b→ a− (−b).

5 Increment and decrement
operator transformation

Transforming increment and decrement
operator in logically independent

statements, e.g.,
index = index + 1,++ index or index+ = 1.

6 Pointer-reference transformation Transforming the reference way of data, e.g.,
a.b→ &a− > b.

3.2. Data Transformations

Data transformations mainly change the data type or data representation. As shown
in Table 2, the static array definition (Rule 7) can be replaced by the dynamic malloc
method. Using typeof expression, (Rule 8) can replace the type name of a variable “a” with
“typeof(b)”, assuming that “b” and “a” are the same type and that the variable “b” appears
before “a”. We can also split the value of an integer literal into two numbers multiplied
together or convert it into other numerical bases (Rule 10).

Table 2. Data transformation rules

ID Rule Type Rule Description

7 Array definition Transforming the way an array is defined, e.g.,
a = [b]→ a = malloc(b ∗ size(a)).

8 Using typeof expression Use typeof to dynamically generate data types, e.g.,
int a = b→ typeo f (b) a = b.

9 Casting transformation Cast variables into certain data types, e.g.,
int a = b→ int a = (int) b.

10 Integer transformation Transforming an integer literal to expression or hex, e.g.,
int a = 8→ int a = 4 ∗ 2.

11 Character representation Transforming character literals to ASCII code, e.g., ′a′ → 97.
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3.3. Bogus Code Transformations

Besides the operator transformations and data transformations described above, bogus
code transformations within expressions are also considered. As shown in Table 3, unlike
the traditional addition of dead code, bogus code works inside expressions and provides a
distraction while not affecting the normal function of the code. For example, adding useless
calculation expression (Rule 13) introduces some temporary variables that finally evaluate
to zero.

Table 3. Bogus code transformation rules

ID Rule Type Rule Description

12 Adding useless multiplier

Multiply an expression by a random number and
then dividing the result by that number, e.g.,

a ∗ d→ a ∗ d ∗ num/num; where num is a
random number.

13 Adding useless calculation expression
Add useless expression to multiplication and

subtraction operations, e.g., a + b→ a + b + expr;
where expr is an expression whose result is 0.

4. Attack Design
4.1. Problem Formulation

Given a DL-based vulnerability detector M and a target program pi, the output of M
is a set of code examples X = {xi,1, . . . , xi,n} generated from pi with the predicted class
M(xi,j) for each xi,j, where 1 ≤ j ≤ n and M(xi,j) ∈ {0, 1} (“0” means non-vulnerable and
“1” means vulnerable). The attacker aims to generate an adversarial program p′i from pi,
which contains some adversarial code example x′i,j (generated from p′i) whose ground truth
label is “1” (i.e., vulnerable), but whose M(x′i,j) = 0 (i.e., non-vulnerable).

Adversarial attacks can be divided into two categories: (i) white-box attack allows full
access to the subject model, including outputs, gradients and hyper-parameters; (ii) black-
box attack only allows the attackers to have access to model outputs. Because the black-box
attack does not require internal knowledge of the DL-based vulnerability detectors, it is
applicable to any learning algorithm and suitable for evading a wide range of vulnerability
detectors. In this paper, we focus on the black-box setting.

4.2. ADVULCODE

Figure 2 illustrates the structure of ADVULCODE. The input to ADVULCODE is a
vulnerable program pi and a diff file of the vulnerable code. The output is the adversarial
examples of program pi, whose code examples are all incorrectly predicted by the DL-based
vulnerability detector M.

ADVULCODE utilises code transformations to generate candidate perturbation state-
ments. Then, we filter out statements that are from non-vulnerability-related lines, and
finally, we use the MCTS algorithm to guide the adversarial example generation. We will
elaborate on the following four steps in subsequent subsections:

• Step I: Extracting all code statements and locations from the target program pi that
match the conditions of the transformation rules;

• Step II: Generating replaceable candidate statements lists for target code statements;
• Step III: Extracting the lines of code associated with the vulnerable variables in the

data flow and control flow. Filter out non-vulnerability-related lines;
• Step IV: Generating adversarial examples using an improved MCTS algorithm.

Figure 3 uses a simple example of vulnerable code to describe the process of the whole
attack. Note that the real vulnerable code is far more complex than this.
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Figure 2. General overview of ADVULCODE, where the inputs are source program pi and diff files,
and the output is the adversarial examples of the program pi.

Code example (a) Extracting perturbation 
statements that match the 

transformation rules

(c) Extracting vulnerability-
related lines

1  void println(const char * ln)
2  {
3      if(ln != NULL) 
4           printf("%s\n", ln);
5   }
6
7  void func()
8  {
9     char *data;
10   char dataBuffer[100];
11   char source[100];
12   ...
13   memset(dataBuffer, 'A', 99);
14   dataBuffer[99] = '\0';
15   ...
16   while(1)
17   {
18        data = dataBuffer - 8;
19        break;
20    }
21   ...
22   memset(source, 'C', 99); 
23   source[99] = '\0'; 
24   memmove(data, source, 
       100*sizeof(char));
25   data[99] = '\0';
26   println(data);
27 }

(b) Generating candidate 
statements for perturbation 

statements

(d) Generating adversarial 
examples

1  void println(const char * ln)
2  {
3      if(ln != NULL) 
4           printf("%s\n", ln);
5   }
6
7  void func()
8  {
9     char *data;
10   char dataBuffer[100];
11   char source[100];
12   ...
13   memset(dataBuffer, 'A', 99);
14   dataBuffer[99] = '\0';
15   ...
16   while(1)
17   {
18        data = dataBuffer - 8;
19        break;
20    }
21   ...
22   memset(source, 'C', 99); 
23   source[99] = '\0'; 
24   memmove(data, source, 
       100*sizeof(char));
25   data[99] = '\0';
26   println(data);
27 }

3  if(ln != NULL) 
[if(!(ln==NULL)),if(!(!(ln!-
NULL))),if(ln not_eq NULL)]

10 char dataBuffer[100];
[char dataBuffer[2*50];,char 
dataBuffer=malloc(100*size(cha
r));,char dataBuffer[0x64];,char 
dataBuffer[0o144];]

11 char source[100];
[char source[0x64];,char 
source[0o144];,char 
source=malloc(100*size(char));]
13   ...
14   dataBuffer[99] = '\0';
[*(dataBuffer+99)='\0';,dataBuff
er[3*33]='\0';,*(dataBuffer-(-
1*99))='\0';]
16  ...
18  data = dataBuffer - 8;
[data=dataBuffer–
4*2;,data=dataBuffer+(-8);,...]
22  ...
23  ...
24  ...
25  ...

1  void println(const char * ln)

3      if(ln != NULL) 
4           printf("%s\n", ln);
7  void func()
9     char *data;
10   char dataBuffer[100];
11   char source[100];
13   memset(dataBuffer, 'A', 
99);
14   dataBuffer[99] = '\0';
16   while(1)
18        data = dataBuffer - 8;
22   memset(source, 'C', 99); 
23   source[99] = '\0'; 
24   memmove(data, source, 
       100*sizeof(char));
25   data[99] = '\0';
26   println(data);

1  void println(const char * ln)
2  {
3      if(!(ln==NULL)) 
4           printf("%s\n", ln);
5   }
6
7  void func()
8  {
9     char *data;
10 dataBuffer=
malloc(100*size(char));
11   char source[0x64];
12   ...
13   memset(dataBuffer, 'A', 99);
14  *(dataBuffer+99)='\0';
15   ...
16   while(1)
17   {
18       data=dataBuffer–4*2;
19        break;
20    }
21   ...
22   memset(source, 'C', 3*33); 
23   *(Source+1*99) = '\0'; 
24   memmove(data, source, 
       100*sizeof(char));
25   *(data-(3*33)) = '\0';
26   println(data);
27 }

Figure 3. An example illustrating the steps of attack process.

4.2.1. Step I: Extracting Perturbation Statements that Match the Transformation Rules

To extract code statements containing transformation rules, we use the code parsing
tool srcML to implement our work. We use srcML for two reasons. Firstly, srcML does
not require the code that it parses to be complete (i.e., with all dependencies and headers
available), which is friendly to vulnerability datasets because such datasets are usually
composed of vulnerability files or vulnerability functions. Secondly, the results of srcML
parsing are stored in XML format, which makes it easy to view and change the structure of
the code’s AST tree and allows for more flexible code transformations.

Algorithm 1 describes the process of extracting statements that match transformation
rules. For each program pi, we use srcML to parse it into an AST tree past (line 2). We extract
the nodes that match the transformation rules by iterating through the AST tree (line 4). For
example, to extract statements for which the pointer-reference transformation is applicable,
we locate all “<operator>” nodes in the AST tree with a value of “->” or “.”, extract
the statement nodes, and assign them to the variable stmts. In this way, we obtain all
statements that match the transformation rules. Finally, we integrate the statement location
sloc, the type of the transformation rule ttype, and the node location of the transformation
rule star for these statements (lines 6–11).

Figure 3a illustrates the process of extracting target perturbation statements. The red
boxes are points that match the rule features, and the blue boxes are the statements that are
the targets of perturbation.
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Algorithm 1 Extracting perturbation statements that match the transformation rules

Input: pi (vulnerable program); T(the set of code transformation rules); ti_k(rule transfor-
mation flags for corresponding rules ti in rule T);

Output: The set R of perturbed code statements and positions in program pi that match
the code transformation rules T = {t1, . . . , ti}.

1: R← ∅; {A set containing the target perturbation code and locations}
2: past ← srcml(pi); {the AST tree parsed from pi}
3: for each rule ti ∈ T do
4: stmts← Get all statements from past that match rule ti;
5: for each statement si ∈ stmts do
6: if ti_k ∈ si then
7: ttype ← Get the rule type of the ti_k transformation;
8: sloc ← Get the location of statement si;
9: star ← Get the target node of statement si;

10: R← R ∪ {{si + sloc : [ttype, star]}};
11: end if
12: end for
13: end for
14: return R;

4.2.2. Step II: Generating Candidate Statements for Perturbation Statements

In this step, after determining the target statements and locations of the perturbation,
we need to generate candidate statements for the target statements. We select 13 transfor-
mation rules, and for each statement there can be multiple transformation rules applicable.
To ensure the quality of the generated adversarial examples, we consider controlling the
generation of candidate statements in terms of both breadth and depth. We set two pa-
rameters k and m to control the depth and breadth, respectively. Briefly, k means that our
transformations will loop k times, and m means that, after we have applied the rule m times,
we save the current transformed statement once.

As shown in Algorithm 2, for single-rule transformations, we apply all transformation
rules for the target code statement individually (lines 2–9). For multi-rule combination
transformations (lines 10–31), we control the generation of perturbation statements by
setting the parameters k and m. At each iteration of the transformations, the perturba-
tion target node (line 22) is extracted again based on the transformed statements, and
the statements are saved once the rule has been applied m times (line 19), and then the
transformation is continued for all the perturbed transformation nodes. The cycle repeats
until the whole transformation loop has been iterated k times. The final transformation
results are a set of candidate statements (line 26).

Figure 3b illustrates the process of generating candidate statements for the target
statements. The green boxes indicate the target statements, followed by a list containing
candidate statements.
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Algorithm 2 Generating candidate statements for perturbation statements

Input: S (statements with transformation type, perturbation position, perturbation node);
k (number of iterations of code transformations); m (number of rule tokens for code
transformations); n (number of candidate statements)

Output: The set of candidate statements T for the statement set S = {S1, . . . , Si}
1: T ← ∅;
2: for each target code statement si ∈ S do
3: Ri ← The set of all target transformation rules in si;
4: for ri,j ∈ Ri do
5: candidate← Get the statement after si has applied the rule ri,j;
6: sloc ← Get the location of statement si;
7: T ← T ∪

{
{si + sloc : [candidate]}

}
;

8: end for
9: end for

10: for each target code statement si ∈ S do
11: while each candidate statement n do
12: Ri ← The set of all token transformation rules in si;
13: stmp ← si;
14: fm ← 0;
15: while k > 0 do
16: for ri,j ∈ Ri do
17: if m− fm == 0 then
18: fm ← 0;
19: candidate← stmp ∪ candidate ;
20: end if
21: stmp ← Get the new stmp after stmp has applied the rule ri,j;
22: Ri ← The set of all token transformation rules in stmp;
23: end for
24: k← k− 1;
25: end while
26: candidate← stmp ;
27: sloc ← GetLoc(si);
28: T ← T ∪

{
{si + sloc : [candidate]}

}
;

29: n← n− 1;
30: end while
31: end for
32: return T;

4.2.3. Step III: Extracting Vulnerability-Related Lines

The focus of DL-based vulnerability detection models is on vulnerabilities. To locate
the lines of code associated with the vulnerability, we choose the same slicing extraction
method as in the SySeVR [10] article to extract the lines associated with the vulnerability. In
summary, this is achieved by using the modified lines in the diff file. The modified lines in
the diff file of the code represent the conditions under which the vulnerability is triggered or
the cause of the vulnerability. The modified lines in the diff file are used to locate variables
associated with the vulnerability, which we call vulnerability variables. After obtaining the
vulnerable lines, we use the Joern code parsing tool to parse the vulnerability code pi to
obtain the data flow and control flow of the vulnerability lines, and to locate the lines of
code that have data dependency or control dependency on the vulnerability lines. These
lines of code are called vulnerability-related lines.

Figure 3c shows the extracted vulnerability-related lines. Note that the code used
here is relatively simple, so the vulnerability-related lines here already include all of the
candidate statement lines, but the real situation will be different.
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4.2.4. Step IV: Generating Adversarial Examples

In this subsection, we utilize the improved MCTS algorithm to guide the generation of
adversarial examples. For each program pi, we have a set of target statements Si ∈ pi, in
which there are n target statements si,j ∈ Si, and each target statement si,j has a candidate
statement set C. We have to select the right combination of candidate statements among the
many target statements si,j to make the transformed code examples capable of misleading
the vulnerability detection model M, i.e., to generate adversarial examples. We can consider
the generation of adversarial examples as a game strategy, and the winning condition is
successfully making the vulnerability detection model misclassify.

In a search tree, the nodes represent perturbation target statements, and the edges
represent the transformations to be performed on perturbation target statements. If the vul-
nerability detection model predicts incorrectly at a node, then we have found an adversarial
example, and the path from the root node to that node represents the full transformations
of that example.

As shown in Algorithm 3, first a node object is initialized for each code example as
the root of the search tree (line 2). The MCTS search algorithm is primarily divided into
four steps (lines 5–10), which are selection, simulation, expansion, and backpropagation.
The search is ended by a successful attack (i.e., a model prediction error) or by reaching the
maximum number of iterations of the search. After a round of selection and expansion, the
best child of the current node is selected as the subsequent root node to continue the search
for the best child (line 11). If the attack is successful, the code example of the current node
and the path travelled (line 14) are saved. Figure 3d shows the final generated adversarial
example, with the red boxes indicating the perturbed statements.

Algorithm 3 Generating adversarial examples

Input: M (DL-based vulnerability detector); pi (vulnerable program); Si,j (the set of state-
ments for perturbation in pi); xi,j (vulnerable code example, i.e., M(xi,j) = 1);

Output: An example of adversarial code for an vulnerable program pi
1: T ← ∅;
2: R← init(xi,j, Si,j);{Initialize the root node of the search tree}
3: r ← R;
4: while no success_attack(r) and no stop_iteration(r) do
5: for i← 1 . . . 2n do
6: ν← selection(r, i);
7: µ← simulation(ν);
8: expansion(ν, µ, m);
9: backpropagation(µ);

10: end for
11: r ← SelecttheBestChildNode(r);
12: end while
13: if success_attack(r) then
14: Pathr ← r;
15: exam← r;
16: T ←

{
xi,j, exam, Pathr, Success

}
;

17: else
18: T ←

{
xi,j,∅,∅, Failed

}
;

19: end if
20: return T;

Different from the regular MCTS algorithm, we set two parameters here to limit the
depth of the algorithm’s simulated search and the number of cycles of MCTS. The number
of cycles of MCTS is controlled by the length of the candidate statement list n (line 5), which
we fix at twice the length of the list. For the depth of the simulation search, we control it by
the parameter m (line 8). During the simulation phase, we select three simulation paths at
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the same time. As shown in Figure 4, we select the one with the highest score as the next
node, which reduces the error caused by too much randomness.

cur

select

simulation

s1 s2 s3

maxpath

Figure 4. The improved MCTS simulation process.

5. Experiments and Results
5.1. Research Questions

We gear our experiments towards answering the following three Research Ques-
tions (RQs):

• RQ1: Is ADVULCODE more effective than existing code adversarial example genera-
tion methods?

• RQ2: How do the vulnerability-related lines impact adversarial example generation?
• RQ3: How does the selection of transformation rules impact adversarial example

generation?

5.2. Datasets and Evaluation Metrics

For the vulnerability dataset, we need to have a diff file to locate the vulnerability-
related lines, and we directly select the SARD and NVD datasets from SySeVR [10].

To evaluate the effectiveness of ADVULCODE in generating source code adversarial
examples, we use the widely used comprehensive evaluation metric F-score (F1) and the
attack success rate metric (ASR). We define TP as predicting positive samples as positive
samples, FN as predicting positive samples as negative samples, FP as predicting negative
samples as positive samples, and TN as predicting negative samples as negative samples.
F1 is the harmonic mean of precision and recall, defined formally as:

F1 =
2 ∗ precision ∗ recall

precision + recall
, (1)

where precision is calculated by TP
TP+FP , and recall is calculated by TP

TP+FN . ASR is the
number of adversarial examples divided by the total number of examples.

5.3. Implementation

We select three DL-based vulnerability detection models with different combinations
of granularity and network: the slice + token + BGRU model SySeVR [10], the function
+ token + BLSTM model Benchmark [12], and the function + graph + GGNN model
Devign [13]. The slice-level model converts each vulnerable code program into many code
slices, marks the code slices with labels based on the vulnerable lines, and uses the marked
slices as model input. The function-level model splits the vulnerable code program into
functions, marks each function in its entirety and uses the marked functions as model input.
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We conduct experiments on an Intel (R) Core (TM) i9-9820X machine with a frequency of
3.30 GHz and GeForce RTX 2080.

5.4. Experiments for Answering RQ1

To evaluate the effectiveness of our method, we choose the ALERT [30] method
as a baseline. We choose ALERT for the following reasons. Firstly, there are currently
no adversarial example generation methods for vulnerability detection models, and, in
other tasks of source code processing, many attack methods do not work for vulnerability
detection. For example, attacks against authorship attribution models require the dataset
to be compilable, whereas vulnerability datasets often comprise vulnerable functions or
vulnerability source code that lacks dependencies. Secondly, ALERT is currently the state-of-
the-art adversarial example generation method for pre-trained models of code, and ALERT
is designed to attack two pre-trained models of code, CodeBERT, and GraphCodeBERT,
both of which can be used for vulnerability detection. Therefore, we choose ALERT for
comparison with our method.

The experimental results are shown in Table 4, where we observe that our method is
better than ALERT. The “-” in the table indicates how much the F1 score has decreased
compared to the model before the attack. We find that the F1 scores of the three models
decreased by 22.91%, 12.05%, and 31.14%, respectively, after the attack with our method. In
addition, we can observe that, for both the slice + token and function + graph models, the
success rate of the ALERT attack is zero. This is because these two vulnerability detection
models map all identifier names in the code pre-processing phase. The identifier names are
standardized into the same form, such as func_0, func_1, or variable_0, causing the ALERT
method ASR to be zero. For the function + token model, however, our method has a 1.10%
improvement in attack success rate compared to ALERT. Overall, the ASR of our method
is 27.59% higher than ALERT on average.

Insight 1. Our approach is able to handle models with identifier name mapping and achieve ASR
of 16.48% and 65.20%, respectively. Compared to ALERT, our method improves the ASR by an
average of 27.59%. Overall, our method is better than ALERT.

Table 4. Comparing with the existing attack method on the NVD and SARD datasets (unit: %)

Model
AdVulCode ALERT

F1 ASR F1 ASR

Slice + token + BGRU [10] 60.73 (−22.91) 16.48 83.64 (−0) 0
Function + token + BLSTM [12] 84.30 (−12.05) 27.92 83.94 (−12.41) 26.82
Function + graph + GGNN[13] 21.66 (−31.14) 65.20 52.80 (−0) 0

5.5. Experiments for Answering RQ2

To further determine the impact of vulnerability-related lines on the model predictions,
we consider two generation schemes in the adversarial examples of the vulnerability
detection model: transforming only vulnerability-related lines and transforming only non-
vulnerability-related lines. We discuss the F1 scores and ASR of the model for these two
situations to analyze the impact of the vulnerability-related lines on the generation of
adversarial examples.

Table 5 illustrates our experimental results, where Vul in the table indicates that
only vulnerability-related lines are considered for the transformation attack, and Non-vul
indicates that only non-vulnerability-related lines are considered for the transformation
attack. We observe that, in these three vulnerability detection models, the F1 scores for
considering only the vulnerability-related lines are 60.73%, 84.30%, and 21.66%, respectively,
which are lower than those for considering only the non-vulnerability-related lines. The
ASR of the attacks considering only the vulnerability-related lines is much higher than
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that of the attacks considering only the non-vulnerability-related lines, which indicates the
greater influence of the vulnerable-related lines on the vulnerability detection models.

Insight 2. The ASR of the attacks considering only the vulnerability-related lines is significantly
higher than that of the non-vulnerability-related lines, while the F1 scores are 18.47%, 9.63%, and
20.94% lower than those of the non-vulnerability-related lines. Thus, the vulnerability-related lines
play a major role in the generation of adversarial examples.

Table 5. Comparing the impact of vulnerability-related and non-vulnerability-related lines on
adversarial example generation (unit: %)

Model Attack Method F1 ASR

Slice + token + BGRU
Vul 60.73 16.48

Non-vul 79.20 5.17

Function + token + BLSTM
Vul 84.30 27.92

Non-vul 93.93 8.49

Function + graph + GGNN
Vul 21.66 65.20

Non-vul 42.60 28.34

5.6. Experiments for Answering RQ3

To evaluate the performance of the attacks after removing the corresponding trans-
formation rules, we count all the rules of adversarial example transformations and select
the three most frequently used transformations for elimination experiments. As shown in
Figure 5, we find that integer transformation (Rule 10) accounts for the most, followed by
pointer-reference transformation (Rule 6) and arithmetic relational operator transformation
(Rule 2). We proceed to perform elimination experiments on these three rules to verify their
impact on adversarial example generation.

1.23%

12.93%

2.63%
1.16%0.59%

15.22%

6.57%

2.90%3.60%

35.97%

0.48%

8.62%8.09%

0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

30.00%

35.00%

40.00%

1 2 3 4 5 6 7 8 9 10 11 12 13

rule type id

Rule type statistics

Figure 5. Statistics on the percentage of adversarial example transformation rules.

The results of our experiments are described in Table 6. We observe that, of the three
transformation types, integer transformation (Rule 10) accounts for the largest proportion
of adversarial examples generated, and also has the largest impact on adversarial example
generation. Compared to pointer–reference transformation (Rule 6) and relational operator
transformation (Rule 2), the attack success rate for integer transformation is reduced by
9.64%, 16.71%, and 31.58% on the three vulnerability detection models, respectively. We also
observe that, in the Function + token + BLSTM model, the F1 score after removing these
three rules is 90.37%, 91.78%, and 92.88%, respectively, indicating that the difference in the
influence of these three rules on this model is not very large. In Function+ graph+ GGNN,
the F1 score after removing rule 2 is lower than that of rule 6 and rule 10 by 7.38% and



Electronics 2023, 12, 936 13 of 17

8.82%, respectively. It also indicates that rule 2 is not a major disturbing factor in this model
compared with rule 6 and rule 10.

Insight 3. The transformation rules have different impacts on different models. In short, the
relational operator transformation rule has relatively little impact on the adversarial example
generation of the Function + graph + GGNN model. Integer transformation is the main factor
affecting adversarial example generation.

Table 6. Comparing the performance of attacks after removing the corresponding transformation
rule (unit: %).

Transform Type
Slice + Token + BGRU Function + Token + BLSTM Function + Graph + GGNN

F1 ASR F1 ASR F1 ASR

Relational operator transformation (Rule 2) 66.79 12.73 90.37 17.19 29.94 49.02
Pointer-reference transformation (Rule 6) 69.07 10.51 91.78 12.14 37.32 39.03

Integer transformation (Rule 10) 77.79 6.84 92.88 11.21 38.16 33.62

6. Limitations

Although our experimental results demonstrate the effectiveness of our method, there
are still several limitations in generating adversarial examples. Firstly, the transformation
rules in our method are limited by the programming language. We only consider the C and
C++ languages; moreover, not every transformation can be applied to all programming
languages. Secondly, for the selection of datasets, we selected datasets from SySeVR, where
there are relatively few real datasets, and artificial datasets with too much similarity may
also reduce the success rate of our attacks. Third, in the graph-based vulnerability detection
model, our attack method is time-consuming, which can be attributed to the fact that our
method is based on work before data pre-processing. Finally, for preserving vulnerabilities
before and after perturbation, we assume that the two programs are semantically equivalent
and their vulnerabilities are preserved. While this is reasonable in our setting, there is no
guarantee that vulnerabilities will be strictly preserved in all cases. For example, when we
transform array definitions, this can also lead to code errors in some cases, such as when
memory is exhausted. We acknowledge this limitation, but it does not affect the general
validity of our results.

7. Future Work

To the best of our knowledge, the present study is the first to automatically generate
adversarial examples by small code transformations for DL-based vulnerability detectors.
As can be seen from our limitations, there are ways to make our approach more complete.
A follow-up study may be needed in the future, focusing on making the whole frame-
work more compatible with DL-based vulnerability detection models. Firstly, extended
programming language support is necessary, and we will consider extending its trans-
formation rules to Java or python languages. Secondly, our graph-based vulnerability
detection model is a major drawback in terms of time consumption since our approach
performs the transformation before the code is pre-processed. Thus, with the graph-based
vulnerability detection model, we regenerate the graph for each transformation, which can
be time-consuming. We plan to optimize the graph-based vulnerability detection model
attack by performing the transformation of nodes directly on the graph nodes. Finally, in
terms of datasets, we used relatively few real datasets in the existing dataset, and we will
also consider expanding the real dataset.

8. Related Work
8.1. Prior Studies on Vulnerability Detection for Source Code

Source code vulnerability detection includes code similarity-based [2,3,35–37], rule-
based [4,5,38,39], and machine learning-based [6,40–42] methods. The similarity-based
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method detects vulnerabilities by comparing the similarity of the target code with the
vulnerable code. For example, Woo et al. [36] could detect vulnerabilities caused by
cloned vulnerable code, but this method could not address vulnerabilities that rely on
the C preprocessor. The rule-based approach detects vulnerabilities by matching defined
vulnerability patterns. For example, the Flawfind [38] tool used this method to detect
vulnerabilities but required experts to manually extract vulnerability features. Machine
learning-based methods can be divided into traditional machine learning-based and DL-
based. Traditional machine learning-based methods also rely on experts to manually
extract vulnerability features. Manual feature extraction is not only time-consuming but
is also not easy to fully extract features [9]. DL-based vulnerability detection does not
require manually defining vulnerability features, and their features can be divided into the
following three categories.

In terms of operational granularity, they can be divided into function [12,13,31] or
program slices [9,10,32,43,44]. Lin et al. [13] transformed the entire function into token
sequences as model input. Wu et al. [44] processed the source code into fine-grained
slices to be embedded in the neural network. In terms of vector representation, it can be
used as a vector representation using sequence-based [9,10,32], AST-based [11,33,34], or
graph-based [13,45,46] methods. Li et al. [10] transformed source code into sequence form
as input, and Zou et al. [13] represented source code as a vector representation of a graph as
model input. In terms of neural network structure, there are Bidirectional Gated Recurrent
Unit (BGRU) [10], Bidirectional Long Short-Term Memory (BLSTM) [9,33], or Gated Graph
Neural Networks (GGNN) [13]), etc. As shown in Table 7, we summarize the target models
at which we aimed.

Although DL-based vulnerability detectors have attracted much attention, generating
adversarial vulnerable code examples has not been studied until now. In this paper, we
design an attack framework that can work on these different vulnerability detection models
with different characteristics.

Table 7. Summary of target DL-based vulnerability detection methods.

Model Granularity Vector Representation Network Structure

SySeVR [10] Slice Token BGRU
VulDeePecker [32] Slice Token BLSTM
Benchmark [12] Function Token BLSTM
Devign [13] Function Graph GGNN

8.2. Prior Studies on Generating Adversarial Examples

Adversarial example research has shown that perturbing the input can result in
misclassification. Currently, there are studies of adversarial examples in image process-
ing [14,15], automatic speech recognition [18–20], natural language processing [22–24], and
source code processing [25–28]. However, these adversarial example studies are different
from the field of source code processing. Because source code is discrete, it is also limited by
strict lexical and syntactic constraints. The study of adversarial examples for vulnerability
detection tasks is more challenging. This is because DL-based vulnerability detection is
limited in terms of operational granularity and vector representation to add perturbations
to the source code.

There is work in the area of source code processing on adversarial sample research
for tasks such as code generation, authorship attribution, etc. Zhang et al. [27] treated the
selection counter perturbation as a sampling problem and generated adversarial examples
by sampling the identifiers. Yang et al. [30] and Yefet et al. [28] used identifier renaming
and dead code insertion as code perturbations. Because these methods are based on iden-
tifier perturbations, it is difficult for these attack methods to find perturbation points on
the statement structure. Quiring et al. [26] generated adversarial examples by changing
the entire code style, and this perturbation can lead to an inability to locate the vulnerable
lines of the vulnerable code. The ALERT studied by Yang et al. [30] is a state-of-the-art
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study of adversarial examples for pre-processing tasks, but it has attacked downstream
tasks of vulnerability detection, so we use ALERT as a baseline for comparison. As shown
in Table 8, we compare our approach with other task methods in terms of identifiers, state-
ment structure, and the operational granularity of the supported DL-based vulnerability
detection models.

Our approach to adversarial example generation differs from the above methods in
two ways. First, we consider the use of equivalent transformation rules that do not change
the semantics of the code, which are small perturbation changes. Second, we consider the
presence of vulnerable lines, which also allows us to reduce the overall level of perturbation
of the source code while targeting the vulnerable line transformations. Finally, we also
improve the MCTS algorithm to guide the generation of adversarial examples.

Table 8. Comparison of adversarial example generation methods.

Method Identifiers Statement Structure Granularity 1

Zhang et al. [27] ! # Function, Slice
Yang et al. [30] ! # Function, Slice

Quiring et al. [26] ! ! Function
Yefet et al. [28] ! # Function

Our approach # ! Function, Slice
1 This is operational granularity of DL-based vulnerability detection models.

9. Conclusions

We present the first DL-based adversarial example generation method for vulnerability
detection models, adopting an equivalent transformation approach to attack vulnerability
detection models in a black-box setting. The method is divided into four main steps:
extracting perturbation statements, generating candidate statements, extracting vulnerable-
related lines, and replacing candidate statements to generate adversarial examples. For
the generation of candidate statements, a strategy is devised to control the degree of
perturbation of the candidate statements and the number of generated candidate statements.
For the selection of perturbation candidate statements, we use the improved MCTS search
algorithm to guide the generation of adversarial examples. The entire attack is treated as a
game strategy, with the most effective perturbation added to the target code example. As
a result, our attack method can effectively generate adversarial examples. Experimental
results demonstrate the effectiveness of the attack method. In addition, the limitations we
discuss in Section 6 provide open questions for future research.
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