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Abstract: The heavy workload of current deep learning architectures significantly impedes the
application of deep learning, especially on resource-constrained devices. Pruning has provided a
promising solution to compressing the bloated deep learning models by removing the redundancies
of the networks. However, existing pruning methods mainly focus on compressing the superfluous
channels without considering layer-level redundancies, which results in the channel-pruned models
still suffering from serious redundancies. To mitigate this problem, we propose an effective compres-
sion algorithm for deep learning models that uses both the channel-level and layer-level compression
techniques to optimize the enormous deep learning models. In detail, the channels are dynamically
pruned first, and then the model is further optimized by fusing the redundant layers. Only a minor
performance loss results. The experimental results show that the computations of ResNet-110 are
reduced by 80.05%, yet the accuracy is only decreased by 0.72%. Forty-eight convolutional layers
could be discarded from ResNet-110 with no loss of performance, which fully demonstrates the
efficiency of the proposal.

Keywords: convolutional neural network; architecture improvement; dynamic channel pruning;
memory access improvement

1. Introduction

Convolution neural networks (CNNs) have been proven to be effective in various
applications [1–3]: object detection [4,5], cultural heritage protection [6], environment
monitoring [7], robotics [8–10] and healthcare [11].

CNNs are designed to extract features from the input, which are used to reflect
whether a region of the input has certain properties [12]. Based on these features, CNNs can
accomplish tasks such as classification or detection. For example, in drone-based disaster
management applications, CNNs techniques are used to quickly and accurately extract
features of disasters, such as forest fires, landslides, and volcanic eruptions, from images
captured by drone camera [13].

However, the enormous numbers of computations and parameters of CNNs hinder fur-
ther development. Thus, it is not practical to deploy heavy CNNs on resource-constrained
computing devices, such as embedded systems and mobile devices [14–16]. To address
the problems, substantial research efforts have been devoted to compression techniques:
channel pruning [17–20], low-rank decomposition [21–23], and weight quantization [24,25].
Channel pruning is performed by locating and removing redundant channels to reduce
the numbers of floating-point operations (FLOPs) and parameters. In addition, the pruned
model is intact in parallelism, which contributes to the efficient utilization of hardware
resources [26].

After the model is compressed by channel pruning, many convolutional layers are
equipped with only a few channels. These layers are defined as thin layers. Channel prun-
ing is designed to remove unimportant channels and keep relatively important ones, so the
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remaining channels have valuable contributions. However, since the residual connection is
effective, mainstream models [27] (such as ResNet [28], DenseNet [29], and MobileNet [30])
adopt design patterns where multiple layers form the bottleneck structure and residual
connection are applied to the input and output of the bottleneck structure. To maintain
the functional integrity of the residual connection, most pruning strategies [31,32] do not
modify the input channels of the first layer and the output channels of the last layer in the
bottleneck structure. Hence, even though the thin layer is important to the model, there
is a lot of redundancy in the corresponding bottleneck structure. It is feasible to further
compress the model by utilizing the redundancy in the bottleneck structure.

On the other hand, models with fewer layers have more benefits for hardware. In
recent years, the use of CNNs on resource-constrained devices has gained attention, e.g.,
the field-programmable gate array (FPGA). The combination of high performance and
high power efficiency is leading to the adoption of FPGAs in a variety of CNN-based
applications. However, since CNN models are designed to be bloated, a large number
of weights need to be stored in external memory and transferred to the FPGAs during
computation [33,34]. This process requires additional energy and time. The energy cost
due to the increased memory accesses and data movement even exceeds the energy cost
of computation [35–38]. As a result, the implementation of deep learning models on
FPGAs or other lightweight devices should be accompanied by optimizations, such as
model compression and weight quantization. Removing layers could further contribute
to solving this problem by reducing the load of the layer weights and the feature maps.
Thus, a method to remove thin layers and the corresponding bottleneck structure while
preserving the feature extraction capability is urgently needed [39].

Therefore, this paper proposes an architecture improvement approach for CNNs that
aims to improve the performance of a model on resource-constrained devices by optimizing
the model at the channel level and layer level. Specifically, first, the model is compressed
by dynamic pruning, where highly sparse channels are dynamically removed. Then
the channel-level compressed model is further optimized by layer fusion, the redundant
structure is removed, and other layers substitute its function. Moreover, knowledge
distillation and short–long fine-tuning are introduced to layer fusion to reduce performance
loss. As layer fusion proceeds, the optimal architecture for the current task is obtained.
The proposal was applied to various models, and experimental results show that the
improved models can achieve high performance with fewer computational resources.

The main contributions of the paper are as follows:

• A method for layer-level compression of CNNs is proposed. By introducing knowl-
edge distillation and short–long fine-tuning, redundant layers are removed with lower
accuracy loss.

• The proposal may provide an idea for applications that desire to reduce memory
access more than reduce computational complexity.

The rest of the paper is organized as follows: Section 2 introduces related works.
Section 3 details the methodology. Section 4 shows the experimental results. Section 5
concludes the paper. In addition, all the abbreviations and definitions are listed in the
Appendix A.

2. Related Work

This section reviews channel pruning and knowledge distillation, and then gives a
short introduction to the related work.

Channel pruning is an efficient approach to compressing CNN models. The challenge
of channel pruning is to remove channels with the minimal performance loss. He et al. [40]
proposed a new channel-pruning method. Inspired by tensor factorization improvement
based on feature-map reconstruction, the proposal fully exploits the redundancy of feature
maps between channels. Specifically, for the trained model, it aims to reduce the dimensions
of the input feature maps of the layer, while minimizing the reconstruction error of the
output feature maps, to achieve pruning of the layer. The minimization problem is solved
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by two key steps: in the first step, the most representative channels are selected based on
lasso regression, and the redundant channels are pruned. In the other step, the output of
the remaining channels are reconstructed with linear least squares. Experiments showed
that a 2× speed-up is achieved with a 1% accuracy loss.

As a representative method for model compression and acceleration, knowledge
distillation effectively can learn small student models from large teacher models [41].
Huang et al. [42] proposed a new type of knowledge from the teacher model and transferred
it to the student model. Specifically, the selective knowledge of neurons was exploited.
Each neuron essentially extracts a certain pattern from the raw input. If a neuron is
activated, that suggests some common property in the corresponding region that is relevant
to the target task. Such information is valuable for the student model, as it provides an
explanation for the prediction results of the teacher model. Hence, they proposed to align
the distribution of neuron selectivity pattern between the student model and the teacher
model. The maximum mean difference was introduced as a loss function to measure the
discrepancy between the output feature maps of the teacher and student intermediate
layers. The experimental results indicate that the proposal improves the performance of
the student model significantly.

In some studies, knowledge distillation and channel pruning are combined. Aghli et al. [43]
proposed a compression method for CNNs by combining knowledge distillation and weight
pruning based on activation analysis. In detail, a select number of the layers in ResNet are pruned
to avoid breaking the network’s structure. Then, a new knowledge distillation architecture
and loss function are used to compress the layers that were untouched in the previous step.
The proposal was applied to the image classification task of head pose. Experimental results show
that the model was significantly compressed while maintaining accuracy close to the baseline.

3. Methods

This paper intends to improve the architecture of CNNs. The proposals include
dynamic pruning and layer fusion. First, the unimportant channels in the trained model
are removed by dynamic pruning. Then, the redundant layers in the pruned model are
further removed by layer fusion. The flow of the proposed method is described in Figure 1.
In the next section, the details of each part are explained.

Figure 1. A diagram about the flow of proposed architecture-improvement strategy. The part enclosed
by the dotted line indicates the compressed channel.

3.1. Preliminary

First, the convolution operation is introduced. Fij indicates the filter that connects the
ith input channel to the jth output channel. With the batch size set to 1, the feature map is a
two-dimensional matrix that propagates between layers. If Mi denotes the input feature
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map on the ith channel, ~ and b denote the convolution operator and the bias, and then
the jth output feature map Oj is generated as

C

∑
i=1

Mi ~ Fij + b = Oj. (1)

The sparsity is introduced to describe the percentage of redundant data (i.e., zero
elements) in the feature map. Since the output feature map is the sum of the convolution
results of the input feature map and the filter, if the input feature map has high sparsity,
the convolution result of the corresponding element is close to zero and has no effect on the
output, which means the redundancy of input channels can be measured by the sparsity of
the input feature map and removes redundant channels while having a minor impact on
the model.

In addition, in CNNs, layers are tightly connected to each other by channels. Removing
an input channel is also removing the corresponding output channel from the previous
layer. As the highly sparse feature maps are generated from the corresponding output
channel of the previous layer, the loss of the entire output channel is acceptable to the
model. In detail, when the channel is removed, the corresponding filter is pruned and the
model is compressed.

3.2. Dynamic Pruning

In the previous section, the sparsity and redundancy were explained. This part
proposes a method to dynamically determine the pruning target based on the sparsity of
the feature map. Let the model infer the entire validation set, and calculate the average
sparsity of each feature map in each input channel. The average sparsity is defined as
channel sparsity, which is used to evaluate the importance of the channel. Here, the pruning
threshold is introduced to distinguish high sparsity from low sparsity. When the value
of channel sparsity is greater than the pruning threshold, the corresponding channel is
considered to be the pruning target. After pruning the model, fine-tune the remaining parts
of the model to restore accuracy. If a low pruning threshold is set, major parts of the model
are removed, which leads to difficulties in recovering the accuracy. Thus, determining an
appropriate pruning threshold is critical.

The investigation of different thresholds on pruning results is conducted. Figure 2
shows the results. It should be noted that the accuracy of the model after fine-tuning
is given in the figure. It can be seen that fine-tuning accuracy increases as the pruning
threshold increases. When the accuracy is close to the baseline, the effect of increasing the
pruning threshold is slight. In addition, according to Figure 2b, it can be concluded that the
smaller the pruning threshold, the greater the compression ratio.

We empirically summarize the following: (1) When the fine-tuning accuracy is lower
than the target accuracy, increasing the pruning threshold improves the fine-tuning accuracy.
(2) When the fine-tuning accuracy is higher than the target accuracy, the compression ratio
could be further enhanced by lowering the threshold slightly while the fine-tuning accuracy
remains at the same level. Note that the target accuracy is not the baseline. Considering that
the fine-tuning accuracy is unstable, target accuracy was set to slightly below the baseline
in the experiment.
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Figure 2. Results of pruning experiments on CIFAR10 with pruning thresholds from 0.5 to 1.0.
ResNet-56 model was pruned in the experiment. (a) Accuracy. (b) Compression ratio of FLOPs
and parameters.

Therefore, the binary search algorithm is introduced to adjust the pruning threshold
based on feedback from fine-tuning. Algorithm 1 describes the proposal in detail. Pu
and Pl are the two endpoints of the search interval for the optimal pruning threshold
and are initialized to 1 and 0.5, respectively. Pc is the current pruning threshold and is
initialized to the midpoint of the search interval. The pruning process is simplified into the
following steps: (1) Load the original trained model, or the compressed model, from the
previous iteration. (2) One pruning attempt is performed based on Pc, and then the model
is fine-tuned to get the corresponding accuracy. (3) If the fine-tuning accuracy is higher
than the target accuracy, the upper endpoint, Pu, is updated to Pc. Then, Pc is reduced by a
quarter of the search interval. If the fine-tuning accuracy is lower than the target accuracy,
the lower endpoint Pl is updated to the value of Pc. Then, Pc is increased by half of the
search interval. The above steps repeat until the gap between Pl and Pu is less than 0.03,
an empirically determined termination condition. When the loop ends, the compression
result of this iteration is obtained.

Algorithm 1: Algorithm for dynamic pruning.
Data: Pre-trained network
Result: The compressed network
initialization: the current pruning threshold Pc;
upper endpoint of target interval Pu = 1.0;
lower endpoint of target interval Pl = 0.5;
Pc ← (1/2Pu + 1/2Pl) ;
while Pu − Pl > 0.03 do

load trained network;
select and delete channels based on Pc;
fine-tune the pruned network and measure accuracy;
if accuracy ≤ target accuracy then

Pu ← Pc;
Pc ← (3/4Pu + 1/4Pl) ;
save current network as the result;

else
Pl ← Pc;
Pc ← (1/2Pu + 1/2Pl) ;

end
end
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In addition, dynamic pruning is iterative to get better compression results. The com-
pressed model of the previous iteration is the original model of this iteration. By analyzing
the experimental data, too many pruning iterations make little improvement on the com-
pression result; thus, the iterations were set to 3 by us.

3.3. Layer Fusion

After dynamic pruning, the pruned model has multiple thin layers. This part intends
to deprecate these thin layers by layer fusion, causing slight performance loss.

The bottleneck structure where the thin layer lies is defined as the material structure.
Another bottleneck structure in the fusion operation is defined as the carrier structure
(described in Figure 1). The challenge of layer fusion is that the impact of losing an
entire layer on feature propagation is serious; thus, the carrier structure should undertake
the function of the material structure. Therefore, the nearest bottleneck structure of the
material structure is chosen as the carrier structure. Normally, carrier structure is the layer
before the material structure. Then, the model is fine-tuned to adjust the output of the
carrier structure to be similar to that of the material structure, so the carrier structure is
functionally equivalent to the two layers before fusion. If x represents the input, and F ()
and G() represent the carrier structure and the material structure, respectively, then the
fused layerH() should function as:

H(x) = G(F (x)). (2)

There are two key points in layer-fusion fine-tuning: knowledge distillation and
short–long fine-tuning.

3.3.1. Knowledge Distillation

Knowledge distillation [44] is a method for transferring knowledge from a complex
teacher network to a simple student network. A critical part of knowledge distillation is
the soft label, which is a learning objective obtained from the output of the teacher network.
The soft label is defined as:

qi =
exp (zi/T)

∑j exp (zj/T)
. (3)

Here, zi is the probability of the ith class and T is the temperature of knowledge
distillation. In knowledge distillation, the student network is optimized according to
the soft labels and the ground-truth labels to get better training results. Benefiting from
knowledge distillation, the student network is trained to generalize in the same way as the
teacher network, and the training difficulty of the student network is reduced.

Therefore, in layer fusion, knowledge distillation is introduced as the fine-tuning
method. After a material structure is removed, a sub-network with a simpler structure
is obtained. The model compressed by dynamic pruning is considered as the teacher
network, and the sub-network is considered as the student network. The sub-network is
fine-tuned with knowledge distillation after removing one material structure. Fine-tuning
with knowledge distillation could optimize the output of the carrier structure to close to
the material structure, which means the loss of layer fusion is minimal.

3.3.2. Short–Long Fine-Tuning

In general, training the model optimizes all of the parameters. However, after the
material structure is removed, only the carrier structure needs to be fine-tuned. Optimizing
the entire network would increase the difficulty of searching for the optimal solution. This
part is intended to keep the fine-tuning focused on the output of the carrier structure. Thus,
after removing the material structure, only the weights of the carrier structure are tuned,
and other layers are frozen. As a result, it is enough to take a small number of epochs for
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fine-tuning only the carrier structure of the network, the process of which is denoted as
short fine-tuning. The short fine-tuning is done after each material structure is removed.

In addition, it is difficult to fine-tune the output of the carrier structure to be exactly
the same as that of the material structure. A tiny offset remains in the fused layers after
short fine-tuning. When the offsets accumulate too much, the performance of the model
is severely degraded. Thus, after four bottleneck structures are fused, the model is fine-
tuned without freezing. This process requires more iterations and is defined as long
fine-tuning. Introducing long–short fine-tuning contributes to providing layer fusion with
a low performance loss.

3.3.3. Iterative Layer Fusion

Layer fusion is an iterative process. After one bottleneck structure is fused, the next
set of material and carrier structures is searched by the new model.

Algorithm 2 describes the flow of layer fusion. In detail, the duplicate of the pruned
model always serves as the teacher model for knowledge distillation. First, find the
bottleneck structure with the lowest number of channels as the material structure, and select
the previous bottleneck structure as the carrier structure. Then, remove the material
structure and short fine-tune the model. After repeating these two steps four times, a long
fine-tuning is conducted. The above steps are repeated until the drop in accuracy is greater
than 3%. Although the architecture is compressed by layer fusion, the model performance
does not keep decreasing. When the model is modified to the appropriate architecture,
the model’s performance increases. Both increases and decreases in model accuracy are
possible after each long fine-tuning, so a loose termination condition is adopted. The results
after each long fine-tuning are kept, and we evaluate them in terms of compression ratio
and performance.

Algorithm 2: Flow of layer fusion.
Data: The pruned model
Result: The model with improved architecture
duplicate the pruned model as the teacher model;
while accuracy drop less than 3% do

for iterations to 4 do
select the bottleneck structure with the least number of channels as the
material structure;

select the previous layer of the element layer as the carrier structure;
remove the material structure from model;
freeze weights except for the carrier structure;
short fine-tuning with knowledge distillation;

end
long fine-tuning with knowledge distillation;
save model;

end

4. Experimental
4.1. Experimental Configuration

The proposal was applied to the ResNet and DenseNet models to evaluate the im-
provement effect. CIFAR10 and ImageNet50 [45] were adopted as experimental datasets.
CIFAR10 contains 50k training images and 10k test images, all of which are 32 × 32. Ima-
geNet50 consists of 50 random classes chosen from the ILSVRC2012 dataset. It contains
51,614 training images, 6490 validation images, and 6440 test images, all of which are
224 × 224. Common ResNet models, such as ResNet-50 and ResNet-101, are designed for
ImageNet, and their architectures are too complex for CIFAR10. ResNet-56 and ResNet-110
have been designed for CIFAR10 with a simpler architecture, and they expect an input size
of 32 × 32. Therefore, ResNet-56 and ResNet-110 have been adopted as the base model for
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the CIFAR10 compression experiment. For the same reason, DenseNet-40 was adopted
as the base model for the CIFAR10, and DenseNet-121 was compressed in the experiment
on ImageNet50.

Each base model was trained on the datasets with a 5-epoch warm-up and 320 epochs,
from scratch. The momentum was set to 0.9, the weight decay factor was 10−4, and the
batch size was 64. Experiments were conducted on the Nvidia GeForce GTX 3080 Ti GPU
and Intel i9-10900 CPU, and the models were implemented by pytorch.

In the dynamic pruning phase, the optimizer SGD with a learning rate initialized to
0.01 was adopted. The learning rate was decayed by cosine annealing [46] with a period
of 320 epochs and restarted at epoch 160. The network was fine-tuned on the training set,
and the number of epochs was set to 320. When the best accuracy was not updated for
more than 20 epochs, the fine-tuning was stopped. About the pruning strategy, only the
input channels of second convolutional layers in bottleneck structures were selected as
pruning targets. In DenseNet40, since a more dense structure than the bottleneck structure
which contains one convolutional layer is adopted, the highly sparse output channels of
each convolutional layer and all the corresponding input channels are removed.

In the layer-fusion phase, normally, the carrier structure is the previous bottleneck
structure of the material structure. However, layer fusion should not fuse two layers with
different sizes of output feature maps. When the output size of the previous bottleneck
structure is different, the following one is picked as the carrier structure. The temperature
of the knowledge distillation was set to 4. The number of epochs for short fine-tuning was
set to 50, and 200 for long fine-tuning. The other settings of fine-tuning were the same as in
dynamic pruning.

4.2. Experiments on CIFAR10

The experimental results of dynamic pruning on CIFAR10 are shown in Table 1. Top-1
accuracy and FLOPs are the focuses. The compression effect is noticeable on the ResNet
series, especially ResNet110, which compresses 75.75% of FLOPs with a 0.42% drop in
precision. In addition, layers with less than six output channels are considered thin layers,
and the number of such layers is listed in the table. It can be seen that the number of thin
layers after pruning was considerable, especially for ResNet110, which had 31 thin layers.
In the next phase, layer fusion was mainly focused on these thin layers.

Table 1. Results of dynamic pruning on CIFAR10. “Acc.” indicates accuracy. “Acc. ↓” and
“FLOPs ↓” denote reductions compared to the base models. The other tables and figures follow the
same conventions.

Baseline
(%)

Pruned
Acc. (%)

Acc. ↓
(%)

FLOPs
(M)

FLOPs ↓
(%)

Thin
Layers

ResNet-56 93.52 93.1 0.42 50.92 60.10 10
ResNet-110 93.76 93.34 0.42 62.34 75.75 31

DenseNet-40 94.53 94.07 0.46 210.56 28.03 10

Table 2 details the experimental results of layer fusion. The effect of layer fusion was
most significant on ResNet-56 and DenseNet-40. Compared to the results of dynamic
pruning, the compression ratio was improved by 12.01% on ResNet-56, and the accuracy
was further reduced by 0.35%. Additionally, FLOPs were further reduced in number by
11.78% in DenseNet-40, along with a further loss of 0.41% in accuracy. For ResNet-110,
although only 4.3% of FLOPs were eliminated by layer fusion, up to 64 convolutional layers
were fused, and the accuracy reduction was 0.3%. The results of the layer fusion, in order
to prioritize the performance, are also listed in the table. It indicates that multiple layers
were removed from the models with less than 0.07% in accuracy degradation. Specifically,
after fusing the 48 convolutional layers in ResNet-110, the accuracy rose by 0.04% compared
to the pruned model.
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Table 2. Results of layer fusion on CIFAR10. The depth and fused layers refer to numbers of
convolutional layers. ResNet-56∗ indicates the layer fusion results of the priority selection according
to the precision, and same for ResNet-110∗ and DenseNet-40∗.

Fused
Acc. (%)

Acc. ↓
(%)

FLOPs
(M)

FLOPs ↓
(%) Depth Fused

Layers

ResNet-56 92.75 0.77 35.59 72.11 24 32
ResNet-110 93.04 0.72 51.28 80.05 46 64

DenseNet-40 93.66 0.87 176.10 39.81 24 16

ResNet-56∗ 93.04 0.48 46.85 63.29 40 16
ResNet-110∗ 93.38 0.38 57.14 77.77 62 48

DenseNet-40∗ 94.07 0.46 187.54 35.90 28 12

4.3. Experiments on ImageNet50

The proposal achieved satisfactory results on CIFAR10. However, mainstream models
are considered too complex for CIFAR10, which means there are plenty of redundant
structures that can be easily removed from the model. Therefore, as a complement, the ex-
periments were performed on ImageNet50, which consists of large input images. Since
ImageNet50 is more complex compared to CIFAR10, it is challenging to compress the mod-
els without accuracy loss. Table 3 provides the results obtained in the experiment. As can
be seen in the table, 34.54% of the FLOPs of DenseNet121 were compressed, and there was
a 0.65% accuracy reduction. Then, layer fusion improved the compression of FLOPs to
36.48% while resulting in an overall accuracy loss of 0.92%. In detail, 32 convolutional
layers of DenseNet121 were fused in the layer fusion.

Table 3. Compression results of DenseNet-121 on ImageNet50. “After layer fusion” indicates the
result of layer fusion after dynamic pruning.

Acc.
(%)

Acc. ↓
(%)

FLOPs
(M)

FLOPs ↓
(%)

Baseline 90.21 - 59.2 -
After dynamic pruning 89.56 0.65 38.75 34.54

After layer fusion 89.29 0.92 37.60 36.48

4.4. Analysis

The results of all experiments are summarized in Table 4. In addition, the intermediate
results of layer fusion are analyzed. Figure 3 presents the layer fusion details of the
experiments on CIFAR10. The baseline is the model’s accuracy after dynamic pruning. It
can be noticed that the accuracy is not continuously decreasing as the layers are fused. In the
layer-fusion experiments on ResNet-110, the accuracy was higher than the baseline four
times. Additionally, for DenseNet-40, there was a significant increase in accuracy of 0.38%
after the first four layers were fused. Afterward, when the 12 convolutional layers were
discarded, the accuracy was the same as the baseline. These data suggest that it is feasible
to improve the compressed model’s performance by layer fusion. Moreover, the variations
in FLOPs are also shown in the figure. It can be found that since the bottleneck structure
with the fewest channels was fused, the reduction in computational resources by layer
fusion was not significant. However, considering that it was a further reduction of FLOPs
from a compressed model, the enhanced compression ratio is valuable.
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Table 4. All compression results by our proposed method.

Dataset Model Original
Acc. (%)

Compressed
Acc. (%)

Acc. ↓
(%)

Original
FLOPs (M)

Compressed
FLOPs (M)

FLOPs ↓
(%)

CIFAR10
ResNet-56 93.52 92.75 0.77 127.62 35.59 72.11

ResNet-110 93.76 93.04 0.72 257.09 51.28 80.05
DenseNet-40 94.53 93.66 0.87 292.56 176.1 39.80

ImageNet50 DenseNet-121 90.21 89.29 0.92 59.20 37.60 36.48
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Figure 3. Layer fusion details of ResNet-110 and DenseNet-40. The accuracy and FLOPs of the model
after all four layers are fused are shown in the figure. (a) ResNet-110. (b) DenseNet-40.

Moreover, comparison experiments were conducted to analyze the proposal:

• Knowledge distillation was replaced by cross-entropy loss in the fine-tuning.
• No short fine-tuning was performed after each structure was fused; only long fine-

tuning was conducted after four layers were fused.
• We trained models from scratch with the optimized architectures.

Figure 4 presents the experiment without knowledge distillation on DenseNet-40.
From the figure, it can be seen that without the benefit of knowledge distillation, it is difficult
to recover the model accuracy to a satisfactory level. After 20 layers are fused, the model’s
accuracy degrades more seriously. Additionally, Figure 5 presents the experiment with
no short fine-tuning on ResNet-110. After removing short fine-tuning, seven fine-tuning
results were worse than before, and the accuracy dropped more severely after 44 layers
were fused.

Since the complexity of the model architectures was reduced without a significant drop
in performance, we can say that they nearly retain the performance of the complex models
even though the architectures are relatively simple. To demonstrate that, models with
architectures the same as those of the compressed models were built and then trained from
scratch with the same training settings as the base models. The results are listed in Table 5.
Acc. improved indicates the accuracy improved by the proposal compared to training
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from scratch. These data show that with similar complexity, the models compressed by the
proposed method have higher performance.
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Figure 4. Details of the layer-fusion experiment on DenseNet-40 without knowledge distillation.
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Figure 5. Details of the layer-fusion experiment on ResNet-110 without short fine-tuning.

Table 5. Accuracy of the compressed models and models trained from scratch with compressed ar-
chitectures.

Acc. by
Proposal (%)

Acc. from
Scratch (%)

Acc.
Improved (%)

ResNet-56 92.75 91.65 1.10
ResNet-110 93.04 92.31 0.73

DenseNet-40 93.66 93.25 0.41

5. Conclusions

In this paper, we proposed a CNN architecture-improvement approach to optimize
redundant models at the channel level and the layer level. First, the binary search method
is used to dynamically determine the appropriate pruning threshold, and then redundant
channels are removed based on the threshold. Then, bottleneck structures with only a few
channels are eliminated by layer fusion to compress the model at the layer level. Knowledge
distillation and short–long fine-tuning were introduced to layer fusion to enhance the
performance of the fused models. The experimental results show the efficiency of the
proposal: in terms of ResNet-56, 72.11% of FLOPs were eliminated, and there was a 0.77%
drop in accuracy; as for ResNet-110, 80.05% of FLOPs were eliminated, and there was a drop
in accuracy of 0.72%. In detail, the data demonstrate that there are 48 convolutional layers
that could be removed from ResNet110 by our method without harming the model. We
focused on the analysis of the proposal in the classification task. In future work, the effects
of detection and segmentation tasks will be analyzed, since compression is more difficult
for these tasks. Furthermore, the models with the optimized architecture are planned to be
implemented on FPGAs to evaluate the compression effect on resource-constrained devices.
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Appendix A

Table A1. List of abbreviations and definitions.

Abbreviation Explanation

FLOP Floating-point operation
CNN Convolution neural network
FPGA Field-programmable gate array
lasso Least absolute shrinkage and selection operator
Fij Filter that connects the ith input channel to the jth

output channel
Mi Input feature map on the ith channel
Oi Output feature map on the ith channel
~ Convolution operator
b Bias
Pc Current demarcation point of En-sparsity
Pu Upper endpoint of target interval
Pl Lower endpoint of target interval
x Input of bottleneck structure
F () Carrier structure
G() Material structure
H() Fused layer
zi The probability of the ith class
T The temperature of knowledge distillation
qi The soft label of the ith class
GPU Graphics processing unit
CPU Central Processing Unit
Acc. Top-1 accuracy
Acc. ↓ Reduction in accuracy compared to the base model
FLOPs ↓ Reduction in FLOP compared to the base model
SGD Stochastic gradient descent algorithm
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