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Abstract: Multi-rotor vehicles have demonstrated great potential in many applications, from goods
delivery to military service. Its simple structure has drawn much attention in control research, with
various feedback control design methods being tested on it. In this study, a quadrotor is constructed
with National Instrument (NI) myRIO for its flight controller. Linear controllers are synthesized with
a simple model and with a more detailed model, which also considers the actuator dynamic and
system time delay, to exploit the limitations and trade-offs posted by hardware and its influence on
linear control design and implementation. The simulation results match the real response better if
the detailed model is used in the control design. In addition, the linear–quadratic–Gaussian (LQG)
control provides the best response in the control design in this study. The constraints posted by the
actuator and time delay are clearly observed in the control synthesis process and the experiment
result. These constraints also led to poor control performance or even instability if not considered in
the control implementation in advance.

Keywords: quadrotor; model identification; compensator; LQG

1. Introduction

A quadrotor is generally constructed by a symmetric cross frame with a motor and
propeller at each end. By adjusting each motor’s rotation speed, a trust force and rotating
moment are generated to maneuver the vehicle. In addition to its low manufacturing cost
and simple construction, the ability of vertical take-off and landing and hovering provides
great potential in many applications, such as aerial photography, delivery, surveillance,
reconnaissance, semantic simultaneous localization, and mapping [1]. Flying through
narrow windows has also been demonstrated with excellent maneuverability by Loianno
et al. [2]. In the drone market report [3], a global market of 30.6 billion USD for drones is
estimated in 2022 with a market compound annual growth rate of 7.8% until 2030. The
market potential is massive and thus attracts many global competing brands, such as DJI
from China, Dragan Flyer from Canada, and Pixhawk and Ardupilot from Switzerland.

In this article, a quadrotor is constructed, and its flight controller developed based on
NI myRIO with the objective of providing a unified process and discussing the design and
implementation of a quadrotor’s flight control. Therefore, flight control is developed accord-
ing to the conventional steps in feedback control design, including dynamic modeling and
parameter identification, state measurement and estimation, and feedback control design.

The dynamic model for quadrotors, assumed as a rigid body in a three-dimensional
space, has been derived from different approaches, such as Newton’s Law [4], Euler-
Lagrange equation [5], and Hamiltonian [6]. In most cases, kinematics and kinetics are
considered, while aerodynamics is generally simplified with just a thrust factor and a drag
factor corresponding to its propeller portfolio. Thus, the physical parameters required
to describe the dynamics of a quadrotor comprise the mass and inertia, the radius of the
frame, the thrust factor, the drag factor, and the motor constants. These parameters can
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be identified from flight data [7] and experiment measurements [8]. The mass and inertia
can also be estimated from Solid Work drawing, with its material properties assigned [9] or
measured by the bifilar pendulum’s period [10]. In [11], Derafa et al. applied the Levenberg–
Marquardt optimization method to minimize the system response from the compass to
identify inertia in pendulum experiments. This approach allows a bigger swinging angle
in helping to excite the targeted swinging mode more easily.

The position, altitude, and attitude information of the quadrotor are required for
feedback control. Although many quantities are measurable, they usually suffer from
noise and disturbance. Thus, the estimator is adapted to provide a filtering function to
reduce noise in its attitude and heading reference system (AHRS) and inertial navigation
system (INS). Accelerometers, gyroscopes, and magnetometers are installed for AHRS. The
measured value is then processed by different filters, such as the complementary filter,
Mahony filter [12], Madgwick filter [13], and Extended Kalman Filter [14,15]. Moreover,
Global Positioning System (GPS) sensors, cameras, and surrounding video systems are
commonly used to provide position information for INS in conjunction with an Extended
Kalman filter or Unscented Kalman filter [16]. In addition, Wang et al. [17] used a nonlinear
signal-correction observer for measured signals that are non-Gaussian at different levels
from the GPS and accelerometer. Berkane et al. [18] used a non-linear observer with an
inertial measurement unit (IMU) and generic position information from GPS or a camera
for state estimation and has been shown to be exponentially stable and validated with
experiments.

The flight control of a quadrotor consists of attitude control, altitude, and position
tracking control, while position tracking is achieved through the control of quadrotor
attitude angles and thrust. Linear control design methods, non-linear control design meth-
ods, and even learning-based methods are all commonly seen in the literature. In the
case that the requirement in maneuver and trajectory tracking is not aggressive and only
a small attitude angle is needed, linear control design methods, such as Proportional-
Integral-Derivative (PID) and compensator [19–21], linear-quadratic-regulator (LQR) and
linear-quadratic–Gaussian (LQG) [22,23], H-infinity [24,25], and quantitative feedback
theory (QFT) [26], are applied with a satisfactory result. On the other hand, if aggressive
maneuver and complex trajectory tracking are desired, sophisticated control design meth-
ods, such as sliding mode control [27], adaptive control [28], backstepping [29], feedback
linearization [30], and model predictive control (MPC) [31], would provide better perfor-
mance. Moreover, the reinforced-learning algorithm has also been applied in quadrotor
attitude control [32–34] and has been observed with better control performance.

The development of a quadrotor and its flight control is usually a foundation for
an autonomous vehicle system for various tasks. Under such missions, reliable and safe
operation is critical and is usually achieved through high-level control and navigation.
Geofencing technology is usually used to steer the multirotor to avoid obstacles and
illegal zones. The cascaded control is improved through the constrained control scheme
in geofencing in [35]. A quadratic programming-based cascaded control architecture was
demonstrated with control barrier functions in [36]. Experiments have demonstrated the
feasibility of those proposed approaches. In most works of literature, the motor dynamics
and system time delay are usually omitted, such as in [19,22], and thus the performance
achieved might not be optimum due to this assumption. For example, the altitude settling
time is 9 s, and the yaw settling time is about 35 s, with a steady state error in [22].
Therefore, this study explores this potential by considering a more detailed dynamics
model that incorporates motor response and system time delay in the control design.
Classical linear controllers, PID controllers, and LQR and LQG controllers are synthesized
and implemented for comparison. It is desirable in feedback control research to develop
its own controller. Thus, an NI myRIO-based flight controller is developed that provides
better flexibility and computation capability than commercial-ready control boards. This
hardware is used to address the potential and limitations of attitude control.
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The result has demonstrated that motor dynamics have less impact on the controller
performance if the closed loop poles are far enough from the poles of the motor. Nonethe-
less, this implies that the motor limited the achievable closed loop control performance.
Moreover, among the four examined controllers, LQG design has been observed with the
smoothest tracking performance and the smallest overshoot under a smaller control effort.

The contributions of this study are highlighted as follows:

• The flight controller of a quadrotor is realized using NI myRIO. The system develop-
ment for constructing the drone and the ground station for tasks is simplified under
one developing frame. In addition, the loop execution time is easily observed in the
control, compared to other Microprocessor Control Unit (MCU)-based controllers.
This facilitates the investigation of different feedback control schemes or autonomous
systems.

• The motor dynamic and system time delay are identified and explicitly considered
in the feedback control design. The constraints due to hardware are presented and
compared using different control design approaches.

• Model parameters are identified through experiments. The parameter values in
a quadrotor dynamic model are estimated according to the least square results of
experiments.

The remainder of this article is organized as follows. Section 2 presents the system
architecture and devices in constructing the quadrotor and introduces the methods used
in the modeling, sensing, and control of the developed quadrotor. Section 3 describes the
experiments and the results in parameter identification, state estimation, and control. The
control results are discussed in Section 3.3.7. The conclusions of the presented material are
then given in Section 4.

2. Materials and Methods

In this article, a flight control design following the conventional feedback control
design approach is developed using linear control design methods. A dynamic model is
first established, with its parameters identified via experiments and measurements for the
constructed quadrotor. The motor response to the command and the system time delay are
also incorporated and compared in the control design. State information, which is required
for feedback control, is measured by deployed sensors or estimated via the Kalman filter.
Finally, linear control is synthesized using a basic lead-lag compensator, PID, and LQG for
the cases with or without the consideration of the motor response and system time delay,
both in simulations and in experiments.

2.1. System Architecture

The quadrotor is constructed in this study using commercially available components
with glass-fiber reinforced polyamide nylon frames and 3D-printed plastic parts. The
system architecture is shown in Figure 1. The bill of materials is listed in Table 1. The
main system is depicted within the dashed line box. It has a NI myRIO at the center as
the controller and four sets of motors and propellers, which are controlled by an electronic
speed controller, IMU sensor, range finder, GPS, camera, and a radio receiver. The controller,
NI myRIO, can communicate with the PC through WiFi or receive commands from the
remote controller by the radio receiver. It has to be emphasized that the PC currently
serves as a ground station and acquires data transmitted from myRIO through WiFi.
The conditions of the quadrotor are monitored in the PC interface. The data from the
experiments are stored in a memory stick on the myRIO. In attitude control experiments,
the desired attitude angle is given in the myRIO program for flight testing. The remote
control is used to give attitude angle commands and to steer the quadrotor under realized
attitude control.
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Figure 1. System architecture of the developed quadrotor.

Table 1. Bill of material for the constructed quadrotor.

Item Name

Frame DS-HJ-450
Propeller P11x3.7

Motor MN3508-16 KV700
Controller MyRIO-1900

Battery 3S 60C 6500mAh
Battery Eliminator Circuit PM07

ESC AIR 40A
GPS NEO-M8N
IMU BNO055

Camera OpenMV Cam H7 Plus
LiDAR TF Mini LiDAR

The battery is connected to a battery eliminator circuit (BEC) to provide stable dc
voltage to the main system. The frame is 450 mm in length, which gives a radius of
r f = 0.225 m. The total weight measured is m = 1.789 kg.

2.2. Modeling

As derived by Sabatino in [4], the kinematics of the quadrotor are derived as in
Equations (1) and (2) by assigning the earth coordinate using the North-East-Down system
and a body coordinate centered at the quadrotor’s geometrical center, as shown in Figure 2.

V = R·VB (1)

ωB = T−1
[ .
φ

.
θ

.
ψ
]T

(2)

where
V =

[ .
x

.
y

.
z
]T is the translation velocity in the earth coordinate,
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VB =
[
u v w

]T is the translation velocity in the body coordinate,

R = Rzyx(φ, θ, ψ)=

c(ψ)c(θ) −s(ψ)c(φ) + c(ψ)s(θ)s(φ) s(ψ)s(φ) + c(ψ)s(θ)c(φ)
s(ψ)c(θ) c(ψ)c(φ) + s(ψ)s(θ)s(φ) −c(ψ)s(φ) + s(ψ)s(θ)c(φ)
−s(θ) c(θ)s(φ) c(θ)c(φ)


is the transformation matrix of translation velocity from the body coordinate to the earth
coordinate,

ωB =
[
p q r

]T is the angular velocity in the body coordinate,

T =

1 s(φ)t(θ) c(φ)t(θ)
0 c(φ) −s(φ)
0 s(φ)

c(θ)
c(φ)
c(θ)

 is the transformation matrix from the angular velocity

vector in the body coordinate to the rate of change of attitude angles,
φ is the roll angle,
.
φ is the rate of change in the roll angle,
θ is the pitch angle,
.
θ is the rate of change of pitch angle,ψ is the yaw angle,
ψ is the yaw angle,
.
ψ is the rate of change of the yaw angle,
c(·) = cos(·) and (·) = sin(·).
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The kinetics is obtained in Equations (3) and (4).

.
VB = −ωB × VB + gRT êz +

1
m
(− ftêz + fw) (3)

.
ωB = I−1(−ωB × (I·ωB) + τB + τw) (4)

where

I =

Ixx
Iyy

Izz

 is the moment of inertia,

m is the mass of the vehicle.
g is the gravitational acceleration,
ft is the trust provided by motors and propellers,
fw =

[
fwx fwy fwz

]T is the force caused by external disturbance,

τB =
[
τx τy τz

]T is the moment provided by motors and propellers,

τw =
[
τwx τwy τwz

]T is the moment caused by an external disturbance,

and êz =
[
0 0 1

]T is the z-direction unit vector of the body coordinate.
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The thrust force and induced torque caused by the propeller are considered, while the
horizontal force and its angular moment due to gyroscopic effect are ignored. The thrust
is proportional to the square of the rotation speed of the propeller by a thrust factor, as in
Equation (5). The induced torque is proportional to the square of the rotation speed of the
propeller by a drag factor, as in Equation (6).

|T| = KTω2 (5)

|Qd| = Kdω2 (6)

In this study, the relationship between motor angular speed ω and motor command
M∗cmd is described in Equation (7).

ω = bω M*
cmd (7)

where bω is a gain value.
It is worth mentioning that

√
Mcmd = M∗cmd is the parameter used in Equations (8)

and (9) to describe the motor-generated thrust force and induced torque, and ωm is the
cut-off frequency.

T
Mcmd

=
b2

ωKT
s

ωm
+ 1

=
bT

s
ωm

+ 1
(8)

Qd
Mcmd

=
b2

ωKd
s

ωm
+ 1

=
bd

s
ωm

+ 1
(9)

Since the motor command affects the thrust and the torques simultaneously, mixing
transformation (10) is used to allocate the required force and torques from the control
command. 

M1cmd
M2cmd
M3cmd
M4cmd

 =


1 −1 0 −1
1 0 −1 1
1 1 0 −1
1 0 1 1




ftCMD
τxCMD
τyCMD
τzCMD

 (10)

This leads to Equation (11), describing the actuator dynamics. ftCMD, τxCMD, τyCMD,
τzCMD are the normalized thrust and torque commands.

.
f t.
τx.
τy.
τz



=


−ωm

−ωm
−ωm

−ωm




ft
τx
τy
τz


+


4ωmbT

2ωmbTr
2ωmbTr

4ωmbd




ftCMD
τxCMD
τyCMD
τzCMD



(11)

Finally, the quadrotor’s dynamics are linearized around the condition stated by
Equations (12) and (13).

φ = θ = ψ = 0 (12)

ftCMD =
mg
4bT

(13)
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The linearized dynamics model is decoupled for translation and rotation and is de-
scribed by the transfer function of Equations (14) to (19). The transfer function is later used
in attitude and altitude control in this study.

φ

τxcmd
=

2bTr/Ixx

s2
(

s
ωm

+ 1
) (14)

θ

τycmd
=

2bTr/Iyy

s2
(

s
ωm

+ 1
) (15)

ψ

τzcmd
=

4bd/Izz

s2
(

s
ωm

+ 1
) (16)

z
ftcmd

=
−4bT/m

s2
(

s
ωm

+ 1
) (17)

x
θ
=
−g
s2 (18)

y
φ
=

g
s2 (19)

2.3. Parameter Identification

The dynamics equations describing a quadrotor have many parameters to be identified,
as shown in Figure 3, including radius, mass, inertia, thrust factor, drag factor, motor gain,
and cut-off frequency. The quadrotor developed in this study utilizes the material in Table 1.
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Figure 3. Model parameters to be identified.

A simple pendulum swinging at a small angle is used to estimate the moment of
inertia for the roll and the pitch motion. The moment of inertia is calculated through
the length of the pendulum and the period of the pendulum using Equation (20) and is
depicted in Figure 4. The ∆d represents the wire length to the fixing point of the quadrotor
and d0 is the distance from the fixing point to the center of gravity.

T2 =
m∆d2 + 2md0∆d + Ixx,yy + md2

0
mg
4π2 (∆d + d0)

(20)

Bilinear pendulum swinging is used to estimate the moment of inertia for the yaw
motion. It is calculated using Equation (21) and is depicted in Figure 5. The ∆h represents
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the wire length to the fixing point of the quadrotor and h0 is the distance from the fixing
point to the plane of the center of gravity.

T2 =
16π2 Izz

mgD2 (∆h + h0) (21)

The schematic diagram of the pendulum experiment is shown in Figures 4 and 5. In
the experiments, the length of the pendulum, ∆d or ∆h, is increased and recorded with the
measured swinging period. The moment of inertia is then found by curve fitting using the
least square approximation.
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When the speed of the motor increases, the thrust and torque will also increase, as
described in Equations (10) and (11). Thus, the slope values found by fitting the speed with
respect to the trust and the torque curve are the trust factor and the drag factor, respectively.

The parameters in the motor model include a DC gain bω and a cut-off frequency.
Since the motor command M∗cmd is proportional to the motor speed ω, bω can be obtained
by linear curve fitting.

The motor dynamic models, as in Equations (13) and (14), take the modified motor
command Mcmd as the input and the thrust force or the induced torque as the output. By
measuring both input and output data, the TFest function from the system identification
toolbox of MATLAB is used to obtain the motor dynamic model in frequency domain fitting
to find the cut-off frequency.

2.4. Measurement and Estimation

The attitude state of the quadrotor is usually measured by accelerometers, gyroscopes,
and magnetometers, and the position state is obtained by a distance range finder, GPS,
and cameras. According to the modeling, the measurement states required to describe the
dynamic behavior include attitude angle, angular velocity, angular acceleration, position,
translation velocity, and translation acceleration. Nonetheless, in real implementation,
the attitude angle is not directly measured using sensors. It is obtained with the Extend
Kalman Filter that fuses the accelerometer, gyroscope, and magnetometer measurements



Electronics 2023, 12, 1526 9 of 34

from the IMU. In addition, the IMU does not provide the data of angular acceleration, and
the rangefinder does not provide the velocity of altitude. Since all this state information is
required in the full state feedback control, a Kalman Filter is generally used to estimate all
state values if not all states are measurable.

The IMU BNO055 offers an estimated attitude value, but no estimation of angular
acceleration. To satisfy the state feedback requirement, the estimation model, includ-
ing noise, is adapted to fill the requirement. The estimation models used are shown in
Equations (22) to (24).

.
Xφ = AφXφ + Bφuφ + Gφwφ

yφ = CφXφ + vφ
(22)

.
Xθ = AθXθ + Bθuθ + Gθwθ

yθ = CθXθ + vθ
(23)

.
Xψ = AψXψ + Bψuψ + Gψwψ

yψ = CψXψ + vψ
(24)

where Xφ,θ,ψ =

x1
x2
x3

 include angle, angular speed, angular acceleration, uφ,θ,ψ is torque

input, wφ,θ,ψ is input noise, vφ,θ,ψ is measurement noise, Aφ = Aθ = Aψ =

0 1 0
0 0 1
0 0 −ωm

,

Bφ = Gφ =

 0
0

2rbTωm/Ixx

, Bθ = Gθ =

 0
0

2rbTωm/Iyy

, Bψ = Gψ =

 0
0

4bdωm/Izz

,

Cφ = Cθ = Cψ =

[
1 0 0
0 1 0

]
, wφ = wθ ∈ R, wψ ∈ R, vφ = vθ ∈ R2×2, vψ ∈ R2×2.

In addition to attitude estimation, the quadrotor requires altitude estimation to regulate
the vehicle distance to the ground. However, the IMU only provides an accelerometer and
rangefinder for the z-axis distance; the state of the climbing rate is not measurable. Thus,
the Kalman Filter is again employed to estimate the altitude information for feedback. At
the same time, the filter provides a reduction in the high-frequency noise due to motor
vibration. .

XZ = AZXZ + BZuZ + GZwZ
yZ = CZXZ + vZ

(25)

where XZ =

x1
x2
x3

 include altitude, velocity, acceleration, uZ is torque input, wZ is input

noise, vZ is measurement noise, AZ =

0 1 0
0 0 1
0 0 −ωm

, BZ = GZ =

 0
0

−4bTωm/m

, CZ =[
1 0 0
0 0 1

]
, wZ ∈ R, vZ ∈ R2×2.

2.5. Feedback Control Design

The linearized model is decoupled for each attitude angle control and altitude control.
The attitude and altitude control is achieved by using an inner loop control, while the
x-y position control is accomplished by an outer loop control, as shown in Figure 6. The
attitude and altitude controller provides a thrust and moment command to the actuator
based on the desired value and estimated state values to achieve feedback control.
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Several linear control synthesizing methods are performed in the control design in
this study. First, a cascade PID controller based on online tuning is synthesized. It is
constructed with an inner loop for angular velocity control and an outer loop for angle
control. The cascade control structure is shown in Figure 7. Ci and Co are in the format of
the PID controller.
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Online tuning of PID control requires no modeling of the target system. However, its
control performance is limited by its controller order and the number of iterations. Thus, Ci
and Co are augmented to higher order pole-zero-gain structure using compensator design
in the classical control design method. While the classical linear control design requires a
model description of the target system, this study evaluates the influence of a more detailed
model, including the actuator dynamic and system time delay, for this control design.

Moreover, LQ design is also performed in this attitude and altitude control, as shown
in Figure 8. The Kalman filter in LQG is used to estimate the state of motor dynamics, while
the LQR controller can be synthesized if the motor dynamic is not considered since the
attitude angle and the angle velocity could be measured. An integrator internal model, as
shown in Figure 8, as servo, is used to form an augmented system in the LQ control design
so that the steady-state error is eliminated.
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3. Results
3.1. System Parameters

The experiment steps to identify system parameters and their results are described in
this subsection.

3.1.1. Mass and Frame Length

The mass of the whole vehicle m is measured as 1.789 kg. The arm radius r f of
quadrotor is 0.225 m.

3.1.2. Moment of Inertia

In the experiment, the IMU BNO055 is used to measure the period of a pendulum
swinging through the zero-crossing time. The initial pendulum length d0 is unknown, and
the ∆d is increased by 25 mm each time from 25 mm to 200 mm, as shown in Figure 9. In
finding the Izz, the suspension is replaced by wires so that the quadrotor has a rotation
degree of freedom in the z-axis, as shown in Figure 10.
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Figure 10. Moment of inertia experiment for Izz.

Since the developed quadrotor is assumed to be symmetric, Iyy is thus equal to Ixx.
From the fitting result of Ixx as in Figure 11, Ixx is found to be 23.5× 10−3 kg-m2, and the
distance d0 is 41.9 mm. The fitting R2 value is 99.39%.
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Figure 11. Experiment data fitting result of Ixx.

The fitting result of Izz is shown in Figure 12. Izz is then found to be 36.2× 10−3 kg-m2,
and distance d0 is 56.3 mm. The fitting R2 value is 99.91%. Although there is a difference
between the two d0 estimations, the result is acceptable because the error might be due to
the pendulum wiring.
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3.1.3. Thrust Coefficient and Drag Coefficient

A testing structure is used to hold onto the motor and propeller set and to identify the
thrust coefficient and drag coefficient. Two load cells, one for thrust force and the other
for torque measurement, are mounted on the testing structure. An optocoupler is used to
measure propeller rotation speed. The experimental arrangement is shown in Figure 13.
The supply voltage is 12 V, and an electrical speed controller (ESC) is used to drive the
motor at different rotation speeds. The sampling rate of the load cell is set at 1 kHz. The
motor command is described as a value between 0 and 1 that generates a PWM signal to
the ESC at different speeds.
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As shown in Figure 14, the gain of the motor command to the motor angular speed
is bω = 756.6 rad/s-M∗cmd. The motor command is observed to be linear to the motor
angular speed.
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Figure 14. Motor command versus rotation speed.

The thrust coefficient KT is obtained by curve fitting the measure torques and the
square value of the motor angular speed, as shown in Figure 15. The result gives a KT of
14.769 × 10−6 kg-m/rad2. Figure 15 also shows that the square value of the rotation speed
and thrust have a linear relationship.

In Figure 16, the relationship of the DC gain bT from modified motor command Mcmd,
the square of the motor command, to the thrust is shown. The result identifies bT in
Equation (8) as a value of 8.8381 N/Mcmd. bT can also be calculated by multiplying the
square of bω and KT which gives a b2

ωKT equal to 8.4546 N/Mcmd. This calculation leads to
a 4.34% error in the fitting result. This error might be the sum of the fitting error of two
estimations. Thus, the direct fitting result for DC gain bT is considered.

The drag coefficient is estimated using the same approach. The fitting result of drag
coefficient Kd is 2.1758 × 10−7 kg-m2/rad2. The estimation of DC gain from modified
motor command Mcmd to the torque, bd, is 0.12973 N −m/Mcmd. Due to the same reason
for the fitting error, the calculated DC gain b2

ωKd is 0.12455 N−m/Mcmd and has a 4% error
to fitting result. Thus, the direct fitting result is considered. The experimental results are
shown in Figure 17.
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3.1.4. Motor Dynamic

To model the dynamics of the motor, a chirp signal is used to excite the system. A load
cell is used to measure the output thrust due to the motor and propeller. Considering the
thrust coefficient estimated earlier, the nominal operation value in the command is set at
0.5. The mean magnitude region from 0.48 to 0.54 is divided into 4 levels, including 0.48,
0.5, 0.52, and 0.54. After the chirp signal excitation experiment for model identification,
a square chirp signal is used as input to validate the model. The chirp signal and square
signal are shown in Table 2.

Table 2. Chirp signals.

Parameter Excitation Signal Validation Signal

Signal Type Chirp Square wave chirp
Mean Value (Mcmd) 0.48, 0.5, 0.52, 0.54 0.49
Amplitude (Mcmd) 0.05, 0.1 0.0725

Frequency (Hz) 0~10 0~10
Experiment Time (s) 60 60

Model fitting result in the Bode diagram is shown in Figure 18 for different experiments.
The semi-transparent lines are the fitting model results from each experiment. The black
line is selected as the nominal model for all fitting results.
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As an example, the input and output response data of the case with 0.5 mean Mcmd
and 0.1 value amplitude are shown in Figure 19. The model estimation R2 is 67.25%. The
R2 in the response around 43 s, as in Figure 20, gives the same property with a zoomed
view. The estimated motor trust model is shown in Equation (26).

T
Mcmd

=
bT

s
ωm

+ 1
=

9.134
s

15.36 + 1
(26)

A square wave chirp is then used to validate the model. The cutoff frequency ωm is
15.36 rad/s. The DC gain bT is 9.134. The estimation R2 is 73.38%. The results shown in
Figure 21 validate the model.
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The fitting result of DC gain bT from static fitting has a small 3.2% error compared
to the value found by dynamic model estimation. The bd static fitting value is used in
motor torque modeling rather than in more dynamic experiments. In addition, the cutoff
frequency is assumed to be the same as in the thrust response. The motor torque model is
thus determined as Equation (27).

Qd
Mcmd

=
bd

s
ωm

+ 1
=

0.13
s

15.36 + 1
(27)

3.1.5. Time Delay

The system time delay of a quadrotor is due to input delay, measurement delay
program loop, running delay, etc. Figures 22–24 show the time delay observed in each axis
from the command given to the start of the output response. The time delay of the roll and
yaw angle motion is 60 ms. On the other hand, a time delay in altitude response is not
observed. Therefore, the delay in altitude motion is ignored.
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3.1.6. Linearized Model

Once all parameters are found, the quadrotor model is obtained for the control design
and described in Equations (28) to (31).

φ

τxcmd
=

2rbTωm/Ixx

s2(s + ωm)
=

2687
s2(s + 15.36)

(28)

θ

τycmd
=

2rbTωm/Iyy

s2(s + ωm)
=

2687
s2(s + 15.36)

(29)

ψ

τzcmd
=

4bdωm/Izz

s2(s + ωm)
=

220.6
s2(s + 15.36)

(30)

z
ftcmd

=
−4bTωm/m
s2(s + ωm)

=
−313.5

s2(s + 15.36)
(31)

3.2. State Esitmation

This subchapter presents the Kalman Filter variance measurement and the Q and R
matrix synthesis in estimator design. The state estimation thus satisfies the state feedback
control purpose.

3.2.1. Variance Measurement and Tuning

In Kalman Filter design, Q and R matrices are determined by input and measurement
noise. Since input noise is hard to measure, the Q matrix is tuned by the trial-and-error
method. The objective is to achieve convergence in quadrotor state measurement with
stable flight. On the other hand, the R matrix is determined by the sensor datasheet and
variance experiments.

The noise in attitude measurement is given by sensor characteristics. From the
datasheet, the measurement error affected by temperature rising by 10−4 rad/K. Moreover,
the maximum output noise is 5.236× 10−3 rad/s. Since the temperature is kept steady for
a short period of time, the temperature effect is ignored. The variance is then measured by
the error between the encode and the IMU. The R value is calculated using the variance of

measurement error and selected to be R =

[
2.5× 10−4 0

0 5× 10−2

]
. The results are shown

in Figure 25.
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Figure 25. (a) Difference between the encoder and inertial measurement unit (IMU) measurement;
(b) Histogram of measurement error.

The altitude is estimated using measured data from the accelerometer and rangefinder.
The R matrix is determined by the measurement noise of these two sensors. The rangefinder
was tested under a fixed distance to find the variance, which is 3.385× 10−5. The results
are shown in Figure 26.
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The noise of the accelerometer is measured under steady flight conditions. The
variance of the accelerometer on the z-axis is 0.505. The results are shown in Figure 27.
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3.2.2. Estimator Design

In the attitude estimation, the tuned Q and R matrices are shown in Table 3. The
Kalman Filter poles are smaller than −10 and specified far away from quadrotor closed
loop poles. From Figures 28 and 29, the estimation results are observed to be smoother
with less noise than simple sensor reading.

Table 3. Attitude Kalman Filter parameter.

System Q R Kalman Filter Poles

Roll and Pitch 10−2
[

2.5× 10−4 0
0 5× 10−2

]
−14.2, −24.6 ± 24.4i

Yaw 10−2
[

2.5× 10−4 0
0 5× 10−2

]
−15.2, −6.9 ± 6.7i
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In the altitude estimation, the measurement noise is also reduced, especially in acceler-
ation value. The Kalman Filter design parameters are shown in Table 4. The estimation
result for altitude is shown in Figure 30.

Table 4. Altitude Kalman Filter parameter.

System Q R Kalman Filter Poles

Altitude 3× 10−3
[

3.385× 10−5 0
0 0.505

]
−28.8, −6.9 ± 7.4i
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Figure 30. Altitude estimation (compared with simple measurement reading).

3.3. Attitude Control
3.3.1. Control Specifications

The feedback control response dominates the overall performance of the quadrotor.
However, the motor settling time is around 0.3 s, and the maximum control command
value is manually limited to 0.5. Thus, the fastest possible response and maximum control
command effort are set to avoid control saturation with an acceptable response. The desired
control performance is described in Table 5.

Table 5. The desired control performance specifications.

System Settling Time Overshoot Control Effort

Roll and Pitch control 0.7~1 <5% <0.3
Yaw control 1~3 <5% <0.3
Height control 1~3 <5% <0.3

3.3.2. Attitude Experiment Set-Up

Attitude experiments are performed on an in-house platform that only allows rotation
in a single axis in each experiment, as shown in Figure 31.
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Figure 31. Attitude control experiments. (a) Roll and pitch testing platform; (b) Yaw testing platform.

3.3.3. PID Control Design and Experiment Result

The PID gain is tuned empirically from the inner loop controller and then from the
outer loop controller. The velocity performance due to inner loop control is tuned to
achieve the expected response first. After that, an outer loop Kp value is selected so that the
quadrotor’s desired attitude angle is reached quickly. The final gain values for roll angle
control are listed in Table 6 and for yaw angle control are listed in Table 7. The control
responses are shown in Figures 32 and 33.

Table 6. Proportional-Integral-Derivative (PID) gains for roll angle control.

Loop Kp Ki Kd

Inner loop 0.066 0.23 0.0023
Outer loop 4 0 0

Table 7. PID gains for yaw angle control.

Loop Kp Ki Kd

Inner loop 0.1 0.045 0.003
Outer loop 1 0 0
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Figure 33. Cascaded PID control for the yaw angle. (a) Outer loop tracking performance; (b) Inner
loop tracking performance.

The closed loop performance meets the control specifications. The yaw angle control
response exhibits overdamped behavior, and the angular velocity converges to zero in
the inner loop. High-frequency interference of the sensor is observed to cause a small
oscillation phenomenon in the roll control. The control in the yaw is observed with a peak
value close to the pre-defined saturation limit.

3.3.4. Compensator Control Design and Experiment Result

The cascaded control structure shown in Figure 7 is used again in the compensator
design. Ci and Co are now allowed in the format of a higher-order lead-lag compensator.
The inner loop compensator is designed with a higher-order structure due to the complex
dynamic of plant G, while the outer loop compensator is kept simple since there is only
an additional integral block. The system is observed with a time delay of 0.06 s in testing.
This system time delay is approximated with 2nd order Padé approximation in the root
locus design.

The root locus design plots are shown in Figure 34 for Ci and Co, respectively. It is
observed that the system delay causes NMP zero in the right-half plane, which limits the
compensator gain value for a stable closed loop response. The final selected Ci and Co are
shown in Equations (32) and (33), respectively. The designed compensators are simulated
with the identified system model, which is shown in Figure 35. It is observed to reach the
final value with fluctuation. This is confirmed by the loci plot that the design has a small
damping value in its dominating pole pair.

Ci(s) =
26(s + 4)(s + 15)(s + 18)

s(s + 50)3 (32)

Co(s) = 3 (33)

The yaw control is designed in the same manner. Nonetheless, the yaw model has
a smaller DC gain compared to roll and pitch. Therefore, it requires a larger gain in the
controller for tracking performance. The loci plot is shown in Figure 36 for Ci and Co.
Since the closed loop poles for the outer loop are required to be around −1.3, the closed
loop poles for the inner loop should be designed further into the left-half plane. The final
selected Ci and Co for yaw control are shown in Equations (34) and (35), respectively. The
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yaw control simulation plot is shown in Figure 37. It reaches the final value with fluctuation
due to the small damping value in its dominating pole pair.

Ci(s) =
100(s + 3)(s + 16)2

s(s + 50)3 (34)

Co(s) = 1 (35)
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Fast oscillation in the experiment result is observed in the inner loop response, which
is also not found in other control simulation setups that do not consider the system time
delay and motor dynamics. However, the simulation and the experiment results tend to
represent a similar response without this oscillation.

Figure 38 presents the simulation result of the roll control inner loop response under
different model considerations. The blue line indcates the recored measurement, while
the red line represents the simulation result using a detailed model, the green line using a
modle with no time delay, and the yellow line with no time delay and no motor dynamics.
The responses are quite different from the recored measurement for those cases in which
the time delay is not considered. If the time delay is not considered, the implimented closed
loop system might diverge in the response or even go unstable without notice in the design
stage, since the closed loop poles move toward the right half planeunder large feedback
gain in the implementation.

Electronics 2022, 11, x FOR PEER REVIEW 25 of 33 
 

 

 

Figure 38. Compensator control simulations of the inner loop with different considerations. 

3.3.5. LQR and LQG Control Design and Experiment Results 

The system states corresponding to the � matrix in the LQR design are angular posi-

tion, angular velocity, and cumulative error. If the weight of the cumulative error has in-

creased, the importance of control in the cumulative error will be increased, and the con-

vergence speed will become faster. If the weight of the angular position is increased, the 

importance of control in the corresponding angular position will increase, and the conver-

gence speed will be slower. The increase in the weight of the angular velocity and the � 

weighting matrix corresponding to the control amount have a similar effect, which will 

also slow down the convergence speed. Since the feedback gain is affected by the relative 

values among elements in the matrices of � and �, � is initially set to 1000, and then the 

design process continues to adjust all other weighting parameters. Compared with adjust-

ments in the angular velocity weighting value, an increase in the weighting of the angular 

position can effectively reduce the amount of overshoot and avoid excessive feedback 

gain. Therefore, the � matrix is mainly used to adjust the cumulative error weighting for 

convergence speed. Angular position weighting is tuned for the reduction in the over-

shoot, and the rest weighting values are set to 0. 

The designed LQR and LQG control weighting matrices and the closed loop poles 

are shown in Tables 8 and 9. In Figure 39, the simulated response diagrams are shown. It 

can be observed that the responses of the two designs are similar. 

Table 8. Linear-quadratic parameters for roll and pitch angle control. 

Controller Q R Closed Loop Poles 

LQG diag([30 0 800]) 1000 −3.6 ± 4.8�, −4.4 

LQR diag([80 0 0 3000]) 1000 −4.3 ± 6.1�, −5.4, −15.6 

Table 9. Linear-quadratic parameters for yaw angle control. 

Controller Q R Closed Loop Poles 

LQG diag([40 0 800]) 1000 −1.1 ± 1.5�, −1.3 

LQR diag([40 0 0 3000]) 1000 −1.1 ±1.5 �, −1.3, −15.4 

 

Figure 38. Compensator control simulations of the inner loop with different considerations.



Electronics 2023, 12, 1526 26 of 34

3.3.5. LQR and LQG Control Design and Experiment Results

The system states corresponding to the Q matrix in the LQR design are angular
position, angular velocity, and cumulative error. If the weight of the cumulative error has
increased, the importance of control in the cumulative error will be increased, and the
convergence speed will become faster. If the weight of the angular position is increased,
the importance of control in the corresponding angular position will increase, and the
convergence speed will be slower. The increase in the weight of the angular velocity and
the R weighting matrix corresponding to the control amount have a similar effect, which
will also slow down the convergence speed. Since the feedback gain is affected by the
relative values among elements in the matrices of Q and R, R is initially set to 1000, and
then the design process continues to adjust all other weighting parameters. Compared
with adjustments in the angular velocity weighting value, an increase in the weighting of
the angular position can effectively reduce the amount of overshoot and avoid excessive
feedback gain. Therefore, the Q matrix is mainly used to adjust the cumulative error
weighting for convergence speed. Angular position weighting is tuned for the reduction in
the overshoot, and the rest weighting values are set to 0.

The designed LQR and LQG control weighting matrices and the closed loop poles are
shown in Tables 8 and 9. In Figure 39, the simulated response diagrams are shown. It can
be observed that the responses of the two designs are similar.

Table 8. Linear-quadratic parameters for roll and pitch angle control.

Controller Q R Closed Loop Poles

LQG diag([30 0 800]) 1000 −3.6 ± 4.8i, −4.4

LQR diag([80 0 0 3000]) 1000 −4.3 ± 6.1i, −5.4,
−15.6

Table 9. Linear-quadratic parameters for yaw angle control.

Controller Q R Closed Loop Poles

LQG diag([40 0 800]) 1000 −1.1 ± 1.5i, −1.3

LQR diag([40 0 0 3000]) 1000 −1.1 ±1.5i, −1.3,
−15.4
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In general, the LQR design has better robustness than the LQG design. However, if the
system model used in the design is very different from the actual system, the performance
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of the LQR will be degraded or even diverge. Figures 40 and 41 are the control experiment
results of roll and yaw angle compared to its simulation. The performance of the LQR and
LQG designs is similar in the yaw control because the motor poles are located 15 times left
to the LQR closed loop poles, causing almost no influence in the closed loop performance.
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3.3.6. Altitude Control

For the altitude control, the control performance of the compensator design and of the
LQG design is shown in Figures 42 and 43, respectively. The simulation agrees with the
experimental response. Overshooting is observed in both design approaches, while the
LQG control response is smoother and faster.
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3.3.7. Comparison of Different Controller Output Response

The comparison plots of different controllers in roll angle and yaw angle output
response are shown in Figures 44 and 45, respectively. It is observed that LQG has a smaller
overshoot and less oscillation than the other three controllers in the roll control. In addition,
it is observed with a smaller peak in the control amount when the angle command is
switched for the LQG design, compared to other designed controllers.

For the altitude control, a comparison between the LQG and the lead-lag compensator
is shown in Figure 46. The performance of the LQG is better than that of the lead-lag
compensator since the control amount of the LQG controller is smoother so that it is kept
away from control saturation with a similar settling time.
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3.4. Position Tracking Control

An LQG controller is further designed to realize x-y position control of the quadrotor
with achieved attitude and altitude control design. The flight test result is degraded due to
GPS precision and the achieved attitude response time.

3.4.1. Control Design

Since the settling time of achieved quadrotor attitude control is about 1 s, the settling
time of position control is set to around 4~6 s for a 1-m step, and the angle command is
limited to less than 0.17 rad when giving a step response of 1 m to fulfill the requirements
of the system linearization. The LQG parameters for the x-y position tracking control are
selected as in Table 10. It utilizes the same feedback control structure by augmenting an
integrator to eliminate position steady state error, as in Figure 8.

Table 10. LQG parameters for position control.

Controller Q R Closed Loop Poles

LQG without
integrator diag([10 8]) 1000 −0.83 ± 0.55 i

LQG with integrator diag([13 0 10]) 1000 −0.7 ± 0.89 i, −0.77

3.4.2. Experiment Environment

The flight test is conducted on a lawn outdoors with a length and width of 35 m to
reduce the effect of surrounding buildings on GPS signal receiving. The steps of the test
are to fly the quadrotor to the center of the lawn at a 1-m fixed height accomplished by the
attitude and altitude control operated by the user and then hold the position for 10 s to
confirm that the GPS signal converges to the current position of the quadrotor as much as
possible. After that, the position control is switched on to fly the quadrotor in a predefined
1-m square trajectory. Position data are captured using myRIO with a sampling frequency
of 100 Hz.

3.4.3. LQG Position Control Design Experiment

An integrator is in the position control loop to eliminate position steady-state error.
Position tracking performed well along the edge trajectory under wind. However, it is
observed with a circling phenomenon at each corner position, where the quadrotor is asked
to hover from the next motion path execution. This may be due to the GPS precision and
the slow response in attitude control. The experiment results are shown in Figures 47–49.
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4. Conclusions

In the design and implementation of feedback control, there is always a trade-off
among actuator effort, sensor noise, system time delay, model complexity, and control
performance. Nonetheless, these constraints are not usually considered in advance in the
control design, which sometimes causes a gap in simulation and implementation.

In this study, the limitations caused by hardware in the feedback control design are
discussed and clearly observed. These hardware properties cause different levels of impact
when using different design approaches and have limited the performance achievable in
reality. The motor used in this study has a settling time of 0.3 s; therefore, it is not feasible
to require a control response faster than that. Moreover, the control performance tends to
be poorer in implementation if these constraints due to hardware are not considered in the
control design and sometimes can lead to instability, especially system time delay.

PID trial and error tuning is a method of synthesizing the control based on the system
response online. Therefore, it inherently considers the actual hardware properties in the
design process. However, limited by its structure and number of design iterations, its
performance is restricted in this study. For the compensator design, the actuator dynamic
and the system time delay cause more issues if not incorporated into the design process.
Without the consideration of motor dynamics, the real response deviates from the simula-
tion and performs worse in the implementation. Without the consideration of system time
delay, the closed system tends to be unstable with increased high gain in the design.
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On the other hand, the LQ control design provides a relatively smooth ramping in
control effort, which is less likely to cause actuator saturation. The LQG design is also
observed with less discrepancy in the simulation and real response and provides better
performance. In addition, the consideration of system time delay has been observed with
less influence in the LQ design compared to compensator design, as the LQ automatically
synthesizes an optimum control structure to achieve desired performance rather than
compensator design, which has to assign the control structure manually in an elaborate
way. The motor dynamic has less influence in the design if the system closed loop poles
were designed to the right and far away from the motor poles, as in the case of LQR design
in this study. Although the attitude and altitude LQG control performance is acceptable
in the implementation, the x-y position tracking is still not favorable due to the poor GPS
precision and the slow response in the achieved attitude control.

An attitude and altitude flight controller is realized by NI myRIO in this study us-
ing a linear control design method and serves as a foundation for the development of
autonomous multi-rotors. It demonstrates the limitations post by hardware to obtain agile
maneuverability regardless of the control design methods. The quadrotor can be further
improved by a more powerful actuator, higher performance embedded controller, and more
accurate sensor or estimating technology to investigate advanced control strategies and to
achieve better maneuverability or even aggressive flying. With the flexibility offered by NI
myRIO and its software developing interface, an intelligent system of drones and ground
stations for various applications is to be achieved, such as for building safety inspections,
unmanned cargo transport, aerial photography, and geographic mapping.
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