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Abstract: Deep learning (DL) systems have been remarkably successful in various applications, but
they could have critical misbehaviors. To identify the weakness of a trained model and overcome it
with new data collection(s), one needs to figure out the corner cases of a trained model. Constructing
new datasets to retrain a DL model requires extra budget and time. Test input prioritization (TIP)
techniques have been proposed to identify corner cases more effectively. The state-of-the-art TIP
approach adopts a monitoring method to TIP and prioritizes based on Gini impurity; one estimates
the similarity between a DL prediction probability and uniform distribution. This letter proposes a
new TIP method that uses a distance between false prediction cluster (FPC) centroids in a training
set and a test instance in the last-layer feature space to prioritize error-inducing instances among an
unlabeled test set. We refer to the proposed method as DeepFPC. Our numerical experiments show
that the proposed DeepFPC method achieves significantly improved TIP performance in several
image classification and active learning tasks.

Keywords: test input prioritization; deep learning; runtime monitoring; image classification;
active learning

1. Introduction

Deep learning (DL) has been demonstrating cutting-edge performance in various
applications [1,2]. Despite the great performance of the DL models, they are prone to errors
caused by different factors, including data bias, architectural limitations, and training cost
constraints [3,4]. To predict potential errors of trained models and further avoid them, it
is critical to test/debug DL models prior to deploying them in practical applications. The
most popular way to evaluate trained DL models is to measure performance with a labeled
test dataset. One may attempt to test trained models with new datasets, but annotating
new datasets is time-intensive and resource-demanding. This is particularly problematic in
applications that demand domain-specific expertise for data labeling, such as healthcare
and finance applications.

To moderate the aforementioned limitation, test input prioritization (TIP) tech-
niques [5–14] have been proposed to identify a set of “useful” test instances, i.e., ones
containing some information that is likely to trigger errors in a trained model. TIP can ef-
fectively reduce labeling endeavors by prioritizing instances that potentially exhibit higher
mis-predictions in a model. Figure 1 illustrates the general TIP-based testing process for
a trained DL model. First, unlabeled test instances are prioritized through TIP based on
a labeling budget (e.g., some pre-defined number of instances to label) to construct test
oracles. Subsequently, a bug report is generated by using a model’s response with test
oracles. This generated bug report is used to retrain a model.
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Figure 1. The general TIP-based testing process for a trained model.

In general, TIP for Deep Neural Networks (DNNs) can be classified into three cat-
egories: (1) Neuron Coverage (NC) [5–7] that is inspired by traditional software code
coverage tests; (2) Surprise Adequacy (SA) [8,9] that uses the level of surprise of an input;
and (3) intrinsic function-based methods that use the softmax output of a classifier [10,11].

Recent studies have introduced diverse approaches that fall beyond these categories.
For example, PRIMA [12] utilizes mutation analysis and TestRank [13] adopts graph
representation. Also, DeepAbstraction (DA) [14] proposed a two-stage prioritization
technique that combines single metric-based TIP with a runtime verification monitor.

The runtime verification monitor proposed in [15] consists of a set of intervals extracted
from correctly classified instances in a training set, where two endpoints of each interval are
estimated from each dimension of features in the last layer feature space. In an inference,
the verification monitor checks whether the values of a logit vector (i.e., pre-softmax output)
for a test instance fall within the intervals established from correct predictions above or
not. Then, the authors of [16] extended the runtime verification monitor to use a set of
intervals extracted from both correctly and incorrectly classified instances in a training set.
In an inference, the monitor determines whether the values of a test instance’s logit vector
fall within the intervals of correct predictions or incorrect predictions. Subsequently, a test
instance is categorized into one of three groups: “accept”, “uncertain”, or “reject”.

DA employs a runtime verification monitor [16] to evaluate the error-revealing prop-
erties of test instances. It uses the aforementioned runtime verification monitor as its initial
prioritization stage and prioritizes test instances based on their categorized results: “reject”,
“uncertain”, and “accept”. Within each group, samples are further prioritized with the Gini
impurity of each instance.

This research introduces a new scoring function for runtime verification monitor-
based TIP approaches. The proposed scoring function prioritizes the test instances based
on the similarity between the feature of a test instance and that of the centroids of the false
prediction cluster (FPC) in a training set. We propose a TIP technique that replaces the Gini
impurity in [9] with the proposed scoring function. We refer to the proposed TIP approach
as DeepFPC. The proposed DeepFPC approach does not require additional costs to provide
FPC centroids, as they are intermediate results in the monitor construction process. To
summarize, this research has the following contributions:

• We propose a new scoring function for TIP based on runtime verification monitors
that uses the distance between FPC centroids from training data and an unlabeled
test instance.

• We analyze the proposed DeepFPC method based on the intra-class feature compact-
ness and inter-class feature separability of a training set.

• The proposed DeepFPC approach shows significantly better performance than the
existing TIP methods in image classification and active learning with several datasets.
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The remainder of the paper is organized as follows. Section 2 elaborates the pro-
posed method, DeepFPC. Section 3 provides experimental setups and results with related
discussion. Finally, in Section 4, we conclude the paper.

2. Methods

This section describes the proposed DeepFPC approach in detail. DeepFPC consists
of a runtime verification monitor from [16] and a proposed scoring function referred to as
DistFPC. Figure 2 depicts the overall process of the proposed DeepFPC method.
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Figure 2. An overall process of the proposed DeepFPC method, which contains a runtime verification
monitor and DistFPC.

We consider the classification setup with C classes. Let Xtr and Xte denote the training
and the test set, respectively. We have N training instances, Xtr = {(x1, y1), . . . , (xN yN) },
and M test instances, Xte =

{
x′1, . . . , x′M

}
, where x is an input sample with the corre-

sponding label y and x′ is an unlabeled input. Xtr is partitioned into C subsets based on
the labels y resulting in Xtr = {X1, X2, · · · , XC}.

Let f = g1 ◦ g2 ◦ · · · ◦ gl be a neural network (NN) such that fl(x) is the output at the
lth layer by taking x as an input, where gl corresponds to the lth layer, with l = 1, . . . L and
L represents the number of layers. Note that fL(x) is a logit vector (i.e., pre-softmax output)
of f when given x as an input. For simplicity, we denote f (x) as the classification result, F
as the set of fL(x), and | fl | as the number of neurons (i.e., the dimension of features) in the
lth layer of f .

2.1. Runtime Verification Monitor

The runtime verification monitors proposed in [16] employ a box abstraction tech-
nique [15] to the features of the training set. The monitors aim to detect out-of-distribution
unlabeled test inputs for the classification system.

The box abstraction for class i in [15] is as follows: Given a fixed classification model
f , the set of logit vector F is collected from the training samples of class i. It is then divided
into two distinct groups based on the correctness of f (x): Fco

i and Finc
i . The former includes

logit vectors of samples for which both ground truth and prediction are class i, while
the latter comprises logit vectors of samples for which the ground truth class is i but the
prediction is not.

Each of these groups, Fco
i and Finc

i , is subdivided into P and S clusters using a clustering
algorithm (e.g., K-Means). Within each cluster, the minimum and maximum values for each
feature dimension are extracted and the intervals for all feature dimensions are constructed.
The union of these intervals forms the box abstraction for class i:

Bco
i =

{[
aj, bj

]
| aj = min

1≤k≤P
Fco

i [j, k], bj = max
1≤k≤P

Fco
i [j, k], j ∈ [| fL|]

}
(1)

Binc
i =

{[
aj, bj

]
| aj = min

1≤k≤S
Finc

i [j, k], bj = max
1≤k≤S

Finc
i [j, k], j ∈ [| fL|]

}
(2)

where Fco
i [j, k] represents the jth feature dimension in the kth cluster of correct predictions,

while Finc
i [j, k] corresponds to the jth feature dimension in the kth false prediction cluster.

The collections of intervals Bco
i and Binc

i where i = 1, . . . , C are called monitors. The former
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is extracted from the logit values of correct prediction clusters and the latter is extracted
from the logit values of false prediction clusters.

Given a test instance x′ and its classification result f (x) = k, the monitors classify x′

into three groups: “accept” if all values of fL(x′) fall within the intervals Bco
k : ∀k, “reject”

if all values of fL(x′) are within the intervals Binc
k : ∀k, or “uncertain” for all other cases.

The “reject” group is expected to include most incorrect predictions, while the “accept”
group contains the fewest number of incorrect predictions.

2.2. DeepFPC

For simplicity, we suppose that given a test instance x′ and its classification result
f (x) = k, a collection of intervals Binc

k is extracted from S numbered false prediction clusters.
A set of FPC centroids of class c′ is denoted as ck =

{
c1

k , . . . cS
k
}

.
The proposed DeepFPC method is a two-stage TIP approach, similar to DA [14]. We

adopt the runtime verification monitor as our initial prioritization stage. We prioritize
unlabeled instances in the order of their monitored results: “reject”, “uncertain”, and
“accept”. Instead of prioritizing samples within each group based on Gini impurity, we
propose a new scoring function that measures the similarity of a test instance feature and
false prediction cluster centroids. This new scoring function is called DistFPC.

FPCs are intermediate results derived from the monitor’s construction, specifically
within the clustering process. We use the centroid of FPCs as an alternative representation
of false predictions within the training set. Thus, we conjecture that a sample with a smaller
DistFPC value is more erroneous than a larger one.

To quantify the similarity between fL(x′) and FPC centroids, we evaluate both distance
and angular separation between the two. We measure the Euclidean distance between
fL(x′) and each of the FPC centroids of class k. We expect that the smaller values indicate
that x′ is closer to the FPC centroids, making it more prone to errors. Figure 3 is an example
showing the positional relationship between the s-th FPC cs

k and logit vectors extracted
from different inputs x′1, x′2, and x′3 in logit space.
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Figure 3. An example of the positional relationship between the s-th FPC cs
k and three different

unlabeled inputs x′1, x′2, and x′3 in logit space.

The purpose of TIP is to prioritize samples that are close to false predictions. Therefore,
when the similarity between a false prediction centroid and the logit vector is measured by
only reflecting the Euclidean distance, x′1 is prioritized first because it is closest to cs

k. And
x′2 and x′3 have the same priority since they have same Euclidean distance to cs

k. However,
according to [12], the direction of a logit vector determines the final prediction. Thus, from
our assumption and the observations in [12], x′2 is more likely to be a false prediction than
x′3 since the angular difference between cs

k and x′2 is smaller than that of cs
k and x′3.

To measure the angular difference between fL(x′) and the FPC centroids of class k, we
calculate the angle between fL(x′) and each of the FPC centroids of class k. We measure
the cosine similarity between fL(x′) and a FPC centroid and estimate the inverse cosine to
the cosine similarity.
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Similar to the Euclidean distance, a smaller angular difference indicates a larger
similarity to false prediction. Thus, we multiply both the Euclidean and angular distance
metric and take the minimum of it to make the proposed DistFPC:

DistFPC
(
x′
)
= min

s∈[|S|]

(√(
fL(x′)− cs

k
)2 × arccos

fL(x′) · cs
k

‖ fL(x′)‖
∥∥cs

k

∥∥
)

(3)

We anticipate that a sample with a smaller DistFPC value is more likely to cause
errors in the DL model. Consequently, test instances within each group are prioritized in
ascending order of DistFPC values.

2.3. Intra-Class Feature Compactness and Inter-Class Feature Separability

The proposed scoring function, DistFPC, measures the similarity between a test in-
stance feature and the centroids of the FPCs. We expect that the proposed DeepFPC
approach exhibits high TIP performance when the model forms well-separable clusters
within the training set.

According to observations from [17], a trained classifier can exhibit well-separable
clusters when it meets two conditions: minimal intra-class compactness of features (i.e.,
features of the same class are close to each other) and maximal inter-class separability of
features (i.e., features of different classes fall apart from each other). We define a matrix
that represents these conditions of the trained classifier:

Dtr =

d1, 1 · · · d1, C
...

. . .
...

dC, 1 · · · dC, C

 (4)

where di, j represents the averaged cosine similarity between the logit vectors of samples
predicted as class i and class j.

When i = j, di, j indicates the similarity between the logit vectors of the same pre-
dictions, a value near 1 implies a higher compactness of the features within the same
class. Otherwise, di, j represents the similarity between the logit vectors of the different
predictions. A value near−1 suggests greater separability of features between two different
classes. Figure 4 displays the Dtr for the two experiments in Table 1. Figure 4a represents
the Dtr of experiment A and Figure 4b shows it for experiment D.
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Table 1. Experiment IDs with datasets, models, and the corresponding accuracy on train test set,
intra-class compactness (µdi=j

), and inter-class separability (µdi 6=j
).

ID Dataset Model Train
Acc (%)

Test
Acc (%) µdi=j↑ µdi 6=j↓

A CIFAR10 MobilenetV2 99.51 93.38 0.99 −0.114
B CIFAR10 ResNet50 98.69 93.81 0.98 −0.105
C MNIST ResNet18 98.03 97.66 0.88 −0.061
D FMNIST WideResNet50 94.01 87.7 0.86 0.001

E CIFAR100 EfficientNet
V2-S 99.52 88.2 0.84 0.002

F CIFAR10-C ResNet50 - 77.29 - -
G MNIST-C ResNet18 - 70.19 - -
H FMNIST-C WideResNet50 - 47.83 - -

In experiment A, the value of diagonal elements di=j are closer to 1 than those of
experiment D. This indicates that the models in experiment A have a higher compactness
of features within the same class. In the case of the value of non-diagonal elements di 6=j,
few of them in experiment A exceed zero, while a few of them in experiment D exceed
zero, suggesting lower inter-class separability for experiment D. Thus, we expect that
the proposed method will exhibit more effective TIP performance in experiment A. Our
experiments confirm that the proposed method shows better performance when the inter-
class feature separability value is less than 0, as shown in Tables 1 and 2.

Table 2. Comparison between different TIP methods for different image classification datasets (in
ATPF (%), see task IDs in Table 1. Bold numbers indicate the top ATPF value.

ID Gini [10] DSA [8] MLSA [9] NBC [5] NLC [6] FD+ [7] DA [14] DeepFPC

A 54.53 53.85 52.3 51.835 34.818 70.37 78.88 87.26

B 52.62 47.58 48.48 56.071 40.109 35.46 71.61 78.81

C 51.8 63.79 56.94 7.51 3.13 46.58 64.36 69.06

D 59.13 55.66 41.63 9.45 11.79 35.48 70.13 68.56

E 61.65 60.11 61.39 10.62 12.26 28.81 60.4 58.18

F 66.33 29.13 31.17 52.74 25.29 57.57 78.0 83.61

G 58.68 55.82 56.96 71.23 49.32 66.83 85.41 86.08

H 73.58 71.29 73.37 71.18 70.16 49.06 92.39 95.11

average inter-class separability becomes positive, the performance of our method diminishes. Notably, in
experiment E, Gini stands out as the most effective TIP method and DA and our proposed method are not effective
in this context. This is because experiment E deals with 100 different classes in the training set, with a total of
288 false predictions observed in the training set. This leads to the performance degradation of DA and the
proposed DeepFPC method, which include the monitoring process in their algorithm. The most important part in
the monitoring process to achieve the goal of TIP is to accurately classify the “reject” group. The “reject” group is
classified by the monitor which is produced through false prediction clusters. Yet, in the case of experiment E,
the runtime verification monitor that classifies the “reject” group formed inappropriately due to the lack of false
prediction instances in the training set. Also, the proposed scoring function DistFPC is dependent on the FPC
centroids. Experiments F, G, and H demonstrate that the proposed method can be a proper option for identifying
error-inducing samples in real-world scenarios, namely those containing data corruptions.

3. Experimental Results

In this section, we demonstrate the effectiveness of the proposed DeepFPC approach
in image classification and active learning. We ran all the experiments using an Intel(R)
Xeon(R) Silver 4114 CPU at 2.20 GHz and an NVIDIA GeForce RTX 2080 Ti with 12 GB of
memory using PyTorch v1.12.0.
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3.1. Experimental Setups
3.1.1. Datasets and Models

To evaluate the proposed method, we used four datasets (MNIST [18], Fashion-
MNIST (FMNIST) [19], CIFAR10, CIFAR100 [20]) which are widely used for image clas-
sification benchmarks. We tested different TIP methods with diverse models: ResNet18,
ResNet50 [21], MobileNetV2 [22], WideResNet50-2 [23], and EfficientNetV2-S [24].

To evaluate TIP performance in real-world applications, we used MNIST, FMNIST,
and CIFAR10 datasets with real-world corruptions [25]. We denote the corrupted datasets
by adding the ‘-C’ suffix to their names. We used 15 different types of corruption, such as
motion blur, rotation, and brightness, each of which contained five different severities.

Table 1 shows our experimental setups. Columns µdi=j
, µdi 6=j

indicate the average of
diagonal and non-diagonal elements in Dtr. For experiment IDs F, G, and H, we used the
same model with B, C, and D, respectively, to check the effectiveness of TIP in a corrupted
environment. We employed experiment IDs C, D, G, and H to evaluate TIP performance in
active learning.

3.1.2. Compared Methods

We compared the proposed DeepFPC approach with the following eight existing TIP
methods that are introduced in Section 2.

• NC-based methods: NBC [5], NLC [6], and FD+ [7];
• SA-based methods: DSA [8] and MLSA [9];
• Intrinsic function methods: Gini [10];
• Others: DeepAbstraction [14].

3.1.3. Evaluation Metrics

In the classification experiments, we utilized the average test percentage of fault
(ATPF) metric [13] to evaluate the error-inducing sample identification performance of TIPs.

ATPF(%) = 100× 1
Nfail

Nfail

∑
n=1

Nerr,n

n
(5)

where, Nfail represents the total number of incorrect predictions in a test set, and Nerr,n
denotes the number of detected incorrect predictions within the nth labeling budget.

In the active learning experiments, we followed the experimental setups described
in [26]. The corrupted data are referred to as out-of-distribution (OOD) data, while non-
corrupted data are called nominal. The test set was randomly divided into two equal
subsets, called the ‘active’ and ‘evaluation’ splits, each allocated 50% of the dataset. The
subset of the ‘active’ split, chosen based on TIP values, was integrated into the training set
for model retraining. For the nominal and OOD active splits, we selected 20% and 10% of
the samples, respectively. For fair comparison, we adopted standard supervised learning
with the same hyperparameter settings in all active learning experiments. We used cross
entropy loss with the SGD optimizer, where the learning rate was 1e-4 and the batch size
was 128. We completed model retraining when the output value of the loss function did
not improve for five epochs. Then, we evaluated the performance of the retrained model
on both the nominal and OOD evaluation splits. Figure 5 shows the entire active learning
experiment process.

3.2. Comparisons between Different TIP Methods with the Perspective of Identifying Test Instances
with Errors

Table 2 presents a comparison of ATPF values for various TIP methods across eight
distinct image classification experiments. A TIP approach with a higher ATPF value is
more effective in identifying instances that induce errors while remaining within the same
labeling budget. The difference in ATPF values between Gini [10] and DA [14] is attributed
to the use of the runtime verification monitor in DA. The performance variation between
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DA and the proposed DeepFPC method results from substitution of the scoring function
with DistFPC.
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Table 2 shows that the proposed method outperforms existing TIP methods in six of
eight different experiments. In particular, DeepFPC exhibits superior performance when
intra-class compactness approaches 1 and the inter-class separability takes on negative
values, as observed in experiments A to C. However, in experiments D and E, where the

The ablation study of the proposed scoring function is shown in Table 3. Each col-
umn specifies the experiment ID. The first row shows the ATPF value when using the
angular term only, while the second row represents the case only with the Euclidean term.
According to Table 3, the tendency of ATPF values is consistent with that of DeepFPC
even when a single term is used in DistFPC. It achieves higher values when the intra-class
compactness approaches 1 and inter-class separability nears −1. Also, using the angular
term only shows higher ATPF values than using the Euclidean term only. However, using
both angular and Euclidean terms together obtains the highest ATPF values.

Table 3. Ablation study of the proposed DeepFPC method for image classification (in ATPF (%)).

A B C D E F G H

Angular term only 82.44 77.94 63.92 65.26 55.24 81.22 82.39 91.28

Euclidean term only 72.96 72.85 67.04 66.79 49.25 77.94 75.89 77.23

DeepFPC 87.26 78.81 69.06 68.56 58.18 83.61 86.08 95.11

The evaluation results for active learning setups are presented in Table 4. Each column
specifies the dataset and models that were used for active learning experiments. The
sub-columns labeled “Nominal” or “OOD” indicate which type of active split was used
to extend the training set and the split used to retrain the model. Each row corresponds
to the TIP method used for sample selection from the active split. The sub-rows labeled
“Nominal” or “OOD” indicate which type of evaluation split was used to evaluate the
retrained model.

The results in Table 4 show that the proposed DeepFPC method consistently achieves
top 3 retraining accuracy values in all active learning setups, exceeding the state-of-the-art
existing TIP method, DA. The result is consistent with that of Table 2. The monitor-based
TIP techniques show the most frequent accuracy improvement in active learning, and the
SA-based method and intrinsic function-based method follow. Also, the result demonstrates
that the NC-based method is the most ineffective in the context of active learning, which
aligns with the findings reported in [26].
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Table 4. Comparisons of performance between different TIP methods for active learning experiments.
Bold numbers indicate the top 3 most accurate values in four different (active, evaluation) split
setups: (Nominal, Nominal), (Nominal, OOD), (OOD, Nominal), (OOD, OOD).

TIP Metrics
Type of

Evaluation Split

MNIST—ResNet18 FMNIST—WideResNet50

Type of Active Split Type of Active Split

Nominal OOD Nominal OOD

Random Selection
Nominal 91.18 69.26 89.46 49.26

OOD 93.48 78.72 88.42 58.52

Intrinsic
Function

Gini [10]
Nominal 93.92 74.14 90.78 49.54

OOD 93.34 80.32 89.04 66.94

Surprise
Adequacy

DSA [8]
Nominal 90.74 69.88 90.78 51.26

OOD 94.8 81.82 87.54 68.24

MLSA [9]
Nominal 91.78 69.88 91.94 51.96

OOD 93.78 73.12 88.5 62.98

Neuron
Coverage

NBC [5]
Nominal 90.28 67.48 91.12 51.04

OOD 92.98 79.56 87.64 62.94

NLC [6]
Nominal 91.94 70.38 87.70 41.38

OOD 89.5 73.54 91.04 61.44

FD+ [7]
Nominal 91.88 71.06 89.8 52.44

OOD 91.18 72.98 87.1 60.5

Monitor-Based

DA [14]
Nominal 93.92 74.36 92.32 52.34

OOD 93.6 80.6 88.34 65.18

DeepFPC
Nominal 92.2 74.16 92.48 52.44

OOD 93.8 81.60 88.65 65.39

3.3. Inference Time Comparisons with Different TIP Methods

In this section, we compare the computation complexity of TIP techniques during an
inference. It is important to remember that we have S FPCs and M test samples with C
classes. | fl | represents the number of neurons (i.e., the dimension of features) in the lth
layer of DNN model f .

The intrinsic function-based methods only require the softmax output of a sample, so
their computational cost is O(M). NC-based methods require the activation value of total
neurons for every single sample, which requires O(M ·∑| fl |) for the whole test set. DSA
compares a feature of a test sample with training set features so that the complexity cost for
the total test samples can be inferred as O(M · N).

The computational cost of the monitoring process in both DA and DeepFPC is
O(M · S). After the monitoring process is applied to the test instances, DA prioritizes
the samples within each group with the Gini impurity so that the additional cost of the
scoring function is O(M). However, DeepFPC calculates similarity between a test instance
feature and S number of FPC centroids, which requires O(M · S) computations in total.

Table 5 reports the inference time of three different TIP techniques (Gini impurity, DA,
and the proposed DeepFPC) for experiments A–H. We do not report the inference times of
other TIP methods since they took more than 8 s for all experiments. DA and DeepFPC
took a longer time than the Gini method, as it does not use the monitoring process. The
longer inference time of DeepFPC compared to DA is caused by substitution of the scoring
function from Gini Impurity with the proposed DistFPC.
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Table 5. Comparison of time consumption (in sec.) for each experimental setup.

A B C D E F G H

Gini [10] 0.0011 0.0009 0.0004 0.0010 0.0007 0.0121 0.0009 0.0012

DA [14] 0.0261 0.0270 0.0189 0.0272 3.125 0.0216 0.0324 0.0273

DeepFPC 0.0354 0.0407 0.0311 0.0651 7.221 0.0482 0.0612 0.0427

3.4. Sample Visaulization

In this section, we describe the differences between the samples with different priori-
tization orders. In TIP, the lower priority sample is regarded as an easy sample that the
trained model can provide correct prediction for, while higher priority samples are hard
samples that can induce a false prediction from the model.

Figure 6 represents a sample visualization based on different prioritization orders
with different conditions. Figure 6a,b are samples without real-world data corruptions,
while Figure 6c,d are samples that contain the real-world data corruptions. Figure 6a,c
show samples with lower priority.
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Figure 6. Sample visualization of CIFAR10 and CIFAR10-C with ResNet50 based on different prioriti-
zation orders that are based on the proposed DeepFPC method: (a,b) CIFAR10, (c,d) CIFAR10-C.

The lower priority samples in both the clean and corruption domains have a center-
aligned object that is distinguishable with a background. Also, samples with less severity
corruptions are lower in the prioritization order. The model predictions on lower priority
samples are all correct.

Figure 6b,d are samples with higher priority. The higher priority samples in both
the clean and corruption domains have a non-center-aligned object or part of the object is
visible. Additionally, the objects in higher priority samples are hard to distinguish from
their backgrounds. Samples with higher severity corruptions are higher in the prioritization
order, and the model predictions upon them are all incorrect.
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4. Conclusions and Future Works

Testing and debugging DL models prior to deployment requires resource-intensive
test data labeling. TIP approaches can reduce labeling efforts by prioritizing instances with
greater potential for mispredictions, thereby generating bug reports for model retraining.
In this paper, we proposed a new scoring function for monitor-based TIP techniques that
prioritizes error-inducing samples based on similarity to FPC centroids in the training set.
The proposed DeepFPC method achieves significantly improved performance compared
to existing representative/state-of-the-art TIP methods, both in image classification and
active learning.

Additionally, we found that the TIP approaches can be candidates for data selection
in life-long learning due to their effectiveness in active learning and visually confirmed
that sample priority is related to image quality. When considering the purpose of TIP
techniques, one factor is that the technique should prioritize error-inducing samples within
unlabeled test instances, and we will further analyze the effectiveness of applying TIP
metrics in image quality assessment and continual learning.

Due to storage limitations, we evaluated the proposed DeepFPC method and existing
TIP techniques with image classification datasets containing relatively small input resolu-
tions. Yet, images acquired in the real world are often larger than those used. Therefore, in
future research, we will verify the real-world applicability of TIP techniques by evaluating
them with additional complex model architectures, such as vision transformers [27], and
larger datasets (e.g., ImageNet [28] and its variants [29,30]).
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