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Abstract

:

The current uneven deployment of charging stations for electric vehicles (EVs) requires a reliable prediction solution for smart grids. Existing traffic prediction assumes that users’ charging durations are constant in a given period and may not be realistic. In fact, the actual charging duration is affected by various factors including battery status, user behavior, and environment factors, leading to significant differences in charging duration among different charging stations. Ignoring these facts would severely affect the prediction accuracy. In this paper, a Transformer-based prediction of user charging durations is proposed. Moreover, a data aggregation scheme with privacy protection is designed. Specifically, the Transformer charging duration prediction dynamically selects active and reliable temporal nodes through a truncated attention mechanism. This effectively eliminates abnormal fluctuations in prediction accuracy. The proposed data aggregation scheme employs a federated learning framework, which centrally trains the Transformer without any prior knowledge and achieves reliable data aggregation through a dynamic data flow convergence mechanism. Furthermore, by leveraging the statistical characteristics of model parameters, an effective model parameter updating method is investigated to reduce the communication bandwidth requirements of federated learning. Experimental results show that the proposed algorithm can achieve the novel prediction accuracy of charging durations as well as protect user data privacy.
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1. Introduction


In recent years, electric vehicles (EVs) have been vigorously promoted across various provinces and cities in China due to their environmental friendliness, cleanliness, and energy efficiency advantages [1,2,3]. Electric vehicle charging stations, as an integral part of the EV product chain and the electric vehicle industry, are rapidly being developed. However, due to factors such as geography and policies, there has been a long-standing imbalance in the deployment of EV charging stations [4,5,6]. On the user distribution station side, load forecasting for individual charging stations’ aggregation has become a focal point of research [5,6,7,8].



On the grid side, smart grids primarily consist of three components—intelligent infrastructure systems, intelligent management systems, and intelligent protection systems [3,9,10]. The intelligent infrastructure system includes intelligent energy subsystems, intelligent information subsystems, and intelligent communication subsystems. The widespread deployment of EV charging stations impacts power energy allocation and optimization, which are crucial factors to consider in building intelligent infrastructure. Compared to load forecasting, there has been relatively less work carried out on predicting charging duration, with average charging duration often chosen as the prediction result, resulting in poor accuracy [11]. On the one hand, factors such as the age of vehicle batteries, charging battery power, and remaining battery capacity differences can affect charging duration. Ignoring the actual charging duration differences of each vehicle and simply using averages can lead to significant cumulative errors and severely affect the reliability of load data aggregation [12,13,14,15]. On the other hand, since charging stations are connected to the power grid, data related to electric vehicles, charging stations, and the power grid are susceptible to attacks, leading to data anomalies and decreased prediction accuracy, thereby causing issues such as unreasonable power energy allocation and uneven power load [16].



Therefore, by jointly considering the electric grid network architecture and user data from different charging stations, the prediction of user charging time becomes practically significant. On one hand, the state-of-the-art of this area generally relies on the data from single or few charging stations without fully utilizing electric grid network. Moreover, the data privacy has to face the high risk when conducting data aggregation. On the other hand, traditional prediction models including CNNs (convolutional neural networks) or recurrent neural networks would require extensive retraining or complex transfer strategies when migrating to significantly different applications. The main advantage of the Transformer model for charging duration prediction is its strong generalization ability to facilitate its direct application across various types of charging stations. Specifically, the Transformer-based mode can mitigate the impact of unstable current data on the prediction results.



In this paper, a charging prediction scheme is proposed by jointly considering data privacy and data aggregation. Firstly, it employs the Transformer-based model at an individual charging station for charging duration prediction. By incorporating a truncated attention mechanism, active and reliable sequential nodes are dynamically selected and effectively mitigate the abnormal fluctuation on prediction accuracy. Moreover, a data aggregation framework based on federated learning is proposed by taking data privacy into account. Considering the substantial parameterization of the Transformer model, the proposed privacy-preserving data aggregation framework selectively updates model parameters online. This approach ensures the efficient learning of model parameters, while protecting user privacy.



The remainder of this paper is organized as follows: In Section 2, we summarized some typical related works. In Section 3, the transformer-based charging duration prediction scheme is proposed including the framework and adaptive truncated sparse self-attention scheme. In Section 4, an effective parameter update and aggregation is discussed. The performance evaluation is presented in Section 5 and the paper is concluded in Section 6.




2. Related Work


Blockchain has been employed as a privacy protection framework for EVs within smart grids. A novel study [16] introduces a localized point-to-point (P2P) electricity trading model based on consortium blockchain for plug-in hybrid electric vehicles (PHEVs) within smart grids. This model incentivizes discharging PHEVs to balance local electricity demand for their own benefit, thus achieving a demand response. Numerical results based on real maps of Texas illustrate that the double auction mechanism can maximize societal welfare, while safeguarding PHEV privacy. In a similar study [17], a blockchain-based charging payment scheme is proposed to preserve privacy and traceability for electric vehicle (EV) users. This scheme utilizes smart contracts to ensure data transmission reliability and authentication and employs bilinear pairings for anonymous credential generation and validation. It achieves user identity privacy and transaction unlinkability, while allowing for the tracking of anomalous transactions or entities in specific scenarios. Reference [18] presents a blockchain-based, city-level intelligent charging station platform reconciliation application to address the inefficiencies in such platforms. The article compares three different fully homomorphic encryption techniques, including a novel polynomial homomorphic encryption algorithm, to enhance performance. The new algorithm demonstrates significant improvements in performance for all operations. Furthermore, the authors of [19] design an information security protection scheme for charging station backend service management centers based on Advanced Encryption Standard (AES) and HMAC-SHA256 encryption algorithms. They also construct a charging station communication simulation platform to test the real-time communication of different types of data under plaintext transmission, encrypted transmission, authenticated transmission, and authenticated encrypted transmission scenarios.



Blockchain combined with fog computing is widely utilized for privacy protection in the data transmission of EV charging stations. In reference [20], the authors propose a decentralized privacy protection charging scheme using a combination of blockchain and fog computing to address the vulnerability of user data in electric vehicle charging systems to network attacks. This scheme leverages fog computing to provide localized services to reduce communication latency and employs a flexible consortium blockchain architecture to achieve decentralized and secure storage environments. Addressing privacy risks in charging station detection data transmission, reference [21] introduces a blockchain-based method for uploading and sharing charging station detection data to solve issues of data loss, difficulty in querying, and ensuring the uniqueness and integrity of data. The proposed method effectively reduces transmission latency and improves management efficiency. For vehicles within the same administrative region, the authors of [22] propose a bi-directional anonymous identity authentication protocol based on elliptic curve cryptography. For vehicles running in different administrative regions, the authors design a cross-domain identity authentication protocol using a consortium blockchain, where the regulatory agencies of each domain join the same consortium blockchain, and vehicle and charging station registration information are written into the chain. Reference [23] presents an improved k-anonymity privacy protection algorithm for electric vehicles, utilizing the k-anonymity principle to group electric vehicle users in nearby locations into the same virtual location for recommendation purposes. Additionally, the algorithm provides charging station recommendation services to users based on electric vehicle user driving distance and charging station utilization rate.



In the field of electric vehicle (EV) charging station data aggregation, reference [24] proposes a trustworthy aggregation method for EV charging privacy data based on a two-tier blockchain. This method employs a hierarchical aggregation framework, where, at the charging station level, a privacy-preserving local charging plan sharing algorithm is implemented, requiring vehicle owners to upload only encrypted charging plan data. Addressing the network architecture of vehicle-to-grid (V2G), reference [25] introduces a lightweight authentication and anonymous tracking scheme for V2G, leveraging non-singular elliptic curves to construct authentication protocols and pseudonymous techniques, thereby achieving a V2G network data sharing scheme based on member-level access. In terms of intra-vehicle communication, an anonymous communication link is established using onion routing technology to achieve trustworthy communication and data aggregation for electric vehicles.



In the domain of electric vehicle charging management, reference [26] presents energy blockchain technology, constructing a charging consortium chain algorithm suitable for shared EV charging [27], along with a charging pile management model based on energy blockchain. Regarding transaction platform management, reference [28] utilizes blockchain technology to design an aggregation scheme for storing charging transaction data. For electric vehicle location privacy protection, reference [29] employs local differential privacy techniques and Bayesian random multi-pseudonym mechanisms. This method, combined with the reconstruction algorithm of random multi-pseudonym [30], partitions the location domain to reduce the privacy domain and enhance the aggregation results.



In general, a significant amount of work focuses on the encryption and data protection of charging stations and their users. For data aggregation, numerous studies concentrate on employing multi-tier aggregation architectures and various signature and anonymity techniques to achieve effective privacy protection during data transmission. However, there are few works focusing on predicting charging durations. A highly accurate prediction of charging time would be expected to improve the charging station management for electric grid companies and operators. A commonly used method of prediction employs average historical data that may be influenced by various factors, leading to performance deterioration. It is obvious that using data from different charging stations will increase the prediction accuracy. However, exchanging data from different charging stations should be carefully considered without losing privacy. Therefore, achieving the high-precision prediction of charging durations while ensuring data privacy is a key challenge.




3. Transformer-Based Charging Duration Prediction


3.1. The Framework of Charging Duration Prediction


As illustrated in Figure 1, the charging duration prediction scheme is proposed, which can be divided into two phases [15,31]. In the training phase, each charging station utilizes local data provided for model training and subsequently uploads the relevant model parameters to a central cloud server. The local data originates from a data session of user interactions with the charging stations. The data session, with its corresponding features, is presented in Table 1. The cloud server aggregates the model parameters uploaded from various charging stations. In the prediction phase, each charging station employs the model parameters disseminated from the cloud service, combined with local data, to predict charging durations. The prediction results can be transmitted via deployed infrastructure such as power and communication networks to charging station operators and utility companies, enabling the acquisition of the charging duration distribution for electric vehicles across the entire region.



The federated learning objective function designed in this study is presented in Equation (1); all charging stations follow this objective function for charging duration prediction.


    m i n   b       1     N   i       ∑  n ∈   N   i      f   b ,   x   i , n   ,   y   i , n        



(1)




where Ni is the total number of training samples. M represents the total number of charging stations and   b   denotes a vector composed of parameters of the Transformer model utilizing the adaptive truncation sparse self-attention mechanism described in Section 3.2. These parameters are delivered to the central server for aggregation. For charging station i, there are     N   i     training data samples, where the input vector of the n-th data sample is represented as     x   i , n    . This vector contains the data attributes reported in Table 2. The output vector is denoted as     y   i , n    , which is the estimated charging duration.   f ( . )   is the local objective function of the charging station and it is the loss function used in the Transformer.



The objective function of federated learning is shown in Equation (1) through iteratively distributed optimization coordinated by a central controller, denoted as the Center Control (CC), which typically corresponds to a cloud server. A common optimization algorithm for federated learning is the local stochastic gradient descent method [2]. In each iteration of federated learning, each charging station, i, updates its     o   i     local model through   τ   iterations of stochastic gradient descent. Specifically, during the t iteration update process, the central coordinator shares the global model,     b   t    , with the devices. Each charging station initializes its local model as     o   i , t + 1   0   =   b   t    , then updates its local model parameters locally according to Equation (2).


    o   i , t + 1   k   =   o   i , t + 1   k − 1   −     λ   t + 1   k       N   i , t + 1   k       ∑  n ∈   N   i , t + 1   k      ∇ f     o   i , t + 1   k − 1   ,   x   i   , n ,   y   i   , n      



(2)







Here,    o  i , t + 1  k    represents the model of the local neural network for device i at the k-th local update during the (t + 1)-th iteration, which corresponds to the parameters of the Transformer model utilizing the adaptive truncation sparse self-attention mechanism.    λ  t + 1  k    denotes the learning rate and    N  i , t + 1  k    represents the training dataset for charging station i at the k-th step of the local stochastic gradient descent during the i-th iteration, consisting of a subset of   N i   randomly selected    N  i , t + 1  k    training samples from the local training dataset.   ∇ f ( . )   denotes the gradient of the objective function with respect to the model parameters,  b . After each charging station completes   τ   steps of local training according to Equation (2), the locally trained model parameters     o   i , t + 1   τ   −   b   t     are transmitted to the central coordinator. The central coordinator aggregates the parameters sent by all participating charging stations to form the global model parameters, following the specific process outlined below:


    b   t   + 1 =   1   N     ∑  i = 1   M      N   i       o   i , t + 1   τ   −   b   t       +   b   t    



(3)







The local stochastic gradient descent (SGD) algorithm enables multiple iterations of local model updates, as well as global federated learning model updates. When convergence is achieved, the global model parameters are represented as   b =   o   1   =   o   2   . . . =   o   M    .



The algorithm proposed in this paper as shown in Algorithm 1, consists of a training phase and a prediction phase. For operators and power companies, accurate charging duration data for each charging station can be obtained through pre-deployed power or telecommunications networks; this algorithm supports such extensions. The next section provides a detailed analysis of the charging station selection and global model parameter aggregation in steps 2 and 5, along with corresponding effective methods.






	Algorithm 1: Charging Duration Prediction



	
	Step 1:

	
All charging station systems register with the central cloud server.




	Step 2:

	
The central cloud server generates initial global model parameters.




	Step 3:

	
The cloud server randomly selects charging station systems to participate in training and sends the initialized global model parameters to the selected charging stations.




	Step 4:

	
Each charging station trains and updates the received global model parameters.




	Step 4:

	
Each charging station system sends local model parameters to the cloud server.




	Step 5:

	
The cloud server aggregates the received parameters and updates the model.




	Step 6:

	
The cloud server sends the aggregated model parameters to all charging stations.




	Step 7:

	
Each charging station system inputs collected measurement data into the trained model to predict the charging duration.






Steps 2 to 5 are repeated L times.









3.2. Adaptive Truncated Sparse Self-Attention Mechanism


As discussed in Section 3.1, each charging station trains the deep neural network using local data and then delivers the parameters of the deep neural network to the central server. The central server conducts the data aggregation to capture the global optimal parameters. Considering the unstable current data, we adapt the Transformer to the deep neural network. That is to say, each charging station employs the local data to train the Transformer. The parameters of the Transformer are delivered to the central server for data aggregation.



In contrast to the CNN and other traditional deep neural networks, the key aspect of the Transformer lies in its self-attention mechanism, which utilizes attention for temporal information propagation. The studied prediction of charging duration is precisely based on the advantages of self-attention. Transformers have demonstrated a remarkable generalization performance in natural language processing and computer vision domains. Specifically, Transformers employ self-attention mechanisms to explore the dependencies between different positions in the input sequence. This enables them to dynamically attend to the highly correlated charging states within the sequence when processing sequences. As a result, Transformers are good at exploring the time relation, leading to novel generalization ability. Therefore, it is suitable for handling long sequences and capturing contextual information. The traditional self-attention model is as follows, with a time and space complexity of O(LqLk). Lq is the length of query nodes and Lk is the length of key nodes


  s e l f − a t t e n t i o n ( Q , K , V ) = S o f t   max  ⁡  (     Q K    d    )  



(4)







In Equation (4), Q presents the vector composed of query nodes, K is the vector composed of key nodes, and V is the vector powered by the value of information. In Equation (4), the   s e l f - a t t e n t i o n ( Q , K , V )   probability distribution exhibits sparsity. Sparse self-attention follows a long-tail distribution. The so-called long-tail distribution refers to the fact that not all charging status information from previous time points,  t , is strongly correlated with the current time point,  t . By ignoring historical nodes that are weakly correlated to the current time node, t, it is possible to effectively reduce the computational complexity. In addition to reducing complexity, it is important to note that weakly correlated queries,  Q , and keys,  K , are prone to noise interference, which can significantly impact the accuracy of charging duration prediction. Therefore, we select active query nodes to calculate attention. This approach not only avoids noise interference, but also enhances the model’s ability to extract key features of the charging status data, thereby improving the prediction model’s generalization ability.



Based on the above rationale, we utilize KL (Kullback–Leibler) divergence [32] to screen active query nodes. The screening function is as follows:


  M     q   i   , K   =   ln  ⁡    ∑  j = 1     L   K        e       q   i     k   j      d          −   1     L   K       ∑  j = 1     L   k          q   i     k   j      d       



(5)







In practical calculations, the following simplified formula is used:


    M  ¯    q _ i , K   =   m a x   j   {     q   i     k   j      d    } −   1     L   K       ∑  j = 1     L   k          q   i     k   j      d       



(6)




where   M    q i  , K     represents the filtering function and    q i    denotes the  Q -th element in  i . The average active query nodes filtered by the    M ¯    function are represented as    Q ¯   . As the value of the filtering function increases, the difference between the attention probability distribution and the uniform distribution becomes larger and the    q i    makes a greater contribution to the attention function. Therefore, when calculating attention, we only need to compute those with larger    q i    values, reducing the computational complexity and ensuring the robustness of attention. Moreover, since only active queries are selected during computation, this method avoids anomalies in the data. Based on the above formula, the attention function proposed by us is represented as:


  a t t e n t i o n     Q  ^  ,   K  ^  , V   = S o f t m a x       Q  ^    K  ^     d      ,  



(7)




where    Q ^  =  a 1   Q ¯    and    K ^  = a 2 K  . Inspired by GATV2 (Graph Attention Networks v2), we added two learnable d*d-dimensional parameter matrices,    Q ¯    and   K  , to the query,     a   1     and     a   2    , to mitigate static interference.     Q  ¯    is a sparse matrix, composed of the first u query nodes filtered by the    M ¯    function, where the number u is calculated as follows:


  u = c ×   ln  ⁡      L   q        



(8)







For the query scores that were not selected, we use the mean value of V to ensure that both the input and output sequence lengths are L.





4. Effective Parameter Update and Aggregation


The scale of the Transformer parameters adapted using the adaptive truncation sparse self-attention mechanism is relatively large. Relying on federated learning for data aggregation imposes high demands on communication bandwidth. The cost of transmitting all model parameters to the central node each time is high, posing significant challenges to the computational and storage capacity of the cloud server. Therefore, this paper proposes a low-complexity algorithm for selecting model parameter training nodes. The description is as follows:



A charger maintains a set of local model parameters denoted as     D   i   = {   x   i     1     ,   x   i     2      , . . . ,    x   i     K     }  , consisting of data for K model parameters. For each local model parameter     x   i   k    , charger i computes its variance based on historical data, as shown in Equation (9).


  v a r (   x   i   k   ) =     1   N     ∑  q = 1   Q    (   x   i   k , q   −   μ   x   i   k   )   2    



(9)







The local charging piles sort these K parameters based on variance. Subsequently, the top and bottom 20% of the parameters with the highest and lowest variance are removed. The remaining parameters are then transmitted to the central cloud node. Based on this method of updating charging pile model parameters, the central node categorizes and sorts all received model parameters by parameter type. Similarly, for each model parameter, the central node calculates the variance, removes the top and bottom 10% of parameters with the highest and lowest variance, respectively, and aggregates the remaining parameters by averaging. The aggregated parameters are then distributed to each charging pile. Algorithm 2 describes the proposed updated algorithm.






	Algorithm 2: Transformer Parameter Aggregation Update



	
	Initialization: 

	
All charging station systems register with the cloud server. The charging stations and the cloud server generate initial model parameters.




	Model Training: 

	
Each charging station maintains model parameters, denoted as Di, which are iterated Q times. For each model parameter, the charging station calculates the variance. The top and bottom 20% of the parameters with the largest variance are removed. The remaining parameters are sent to the central node.




	Update: 

	
The cloud server aggregates the received model parameters, calculates the variance for each parameter, removes the top and bottom 10% with the largest variance, computes the average for the remaining parameters, and then sends the aggregated model parameters to each charging station.




	Iteration: 

	
The process is repeated M times until model parameters no longer exhibit significant changes.















5. Experimental Results and Analysis


5.1. Dataset and Experiment Configuration


The data used in this study were collected by the electric grid company and charging station operators from 125 different locations where charging piles are deployed. In the dataset, 124,548 data samples provided by charging piles are used as the training set, while 414,812 data samples measured by charging piles are used as the test set. Each sample is a 24-dimensional vector. The test set includes 228,644 normal measurement data samples and 104,168 abnormal data samples (the abnormal data means that some items in the data session are lost, or that some items in data session are out of normal ranges). The scale of the dataset is shown in Table 1 and the data features are shown in Table 2 (data session length).



To validate the accuracy of the electric vehicle charging duration prediction algorithm proposed in this paper, we examined the training loss of the prediction algorithm under different scenarios, as follows: varying numbers of charging piles participating in aggregation, different batch sizes, and different numbers of local training epochs. The algorithm runs on the following hardware specifications: Intel i9 14900KF processor, NVIDIA RTX 4070Ti GPU, and 32 GB RAM. Each charging pile internally utilizes a Transformer with the same structure for training; data aggregation is conducted under the federated learning framework. The relevant parameters are shown in Table 3.




5.2. Experimental Results and Analysis


In general, we use training loss that is calculated using the MMSE (minimum mean square error) to evaluate the performance of the proposed algorithm. In Figure 2, different proportions of charging piles are selected for training, with the participation rates of charging piles being 10%, 40%, and 80%, respectively. Overall, the training loss decreases as the number of communication rounds increases. The number of communication rounds represents the number of times the charging piles send the model parameters to the cloud server after multiple iterations. On the one hand, this trend indicates the effectiveness of the proposed prediction algorithm. On the other hand, we can observe that, during the training, as the proportion of participating charging stations increases, the decrease in training loss with the increase in communication rounds becomes smoother. This indicates that the central cloud server can achieve accurate model parameters with more information.



In Figure 3, different batch sizes of charging pile datasets are selected for training, denoted by B, with B being 10, 50, and 100, respectively. Overall, the training loss decreases as the number of communication rounds increases. The number of communication rounds represents the number of times the charging pile sends the model parameters to the cloud server after multiple iterations. This trend is consistent with the trend shown in Figure 2. Additionally, we can observe that a smaller batch size leads to better training performance. For instance, the blue line in Figure 3 corresponds to B = 10, while the green line corresponds to B = 100. A smaller batch size indicates that a lower repetition rate of data are involved in each training iteration, allowing for a higher rate of utilization of new data. Consequently, the cloud server acquires more information, which is advantageous for training.



In Figure 4, different numbers of local training epochs are selected for training, denoted by E, with E being 1, 5, and 10, respectively. Overall, the training loss decreases as the number of communication rounds increases. The number of communication rounds represents the number of times the charging pile sends the model parameters to the cloud server after multiple iterations. This trend is consistent with the trends shown in Figure 2 and Figure 3. Additionally, we can observe that a larger number of local training epochs leads to a better training performance. For instance, the green line in Figure 4 corresponds to E = 10, while the blue line corresponds to E = 1. A larger value of E indicates a greater number of local training rounds, resulting in more accurate local model parameters. This allows the cloud server to acquire more effective information, which is advantageous for training. We also report the estimation error of the charging duration when the training and aggregation are finished under the federated learning (Table 4).



To verify the Transformer parameter aggregation updating method, two types of attacks to affecting charging station data are considered. One is a sign-flipping attack and the other is a same-value attack. In the sign-flipping attack, the signs of the model parameters of the charging station are reversed, as are the values of the model parameters after amplifying the reversed signs by different degrees, denoted by   ε  . From Figure 5, it can be seen that the proposed algorithm achieves a success rate close to 100% after the charging pile is attacked at different proportions. In the same-value attack, the model parameters are amplified by different proportions, denoted by c. From Figure 6, it can be observed that after the charging pile is attacked at the same proportion, the smaller that c is, the higher that the success rate of the algorithm is, while the success rate decreases as the proportion of the charging pile attacked increases.





6. Conclusions


In this paper, a prediction scheme for the charging duration of electric vehicles is pro-posed. By leveraging federated learning, this scheme achieves novel prediction accuracy and protects data privacy based on the Transformer without the need for prior knowledge. More specifically, multiple charging station systems cooperate to train their own Transformer locally and then deliver the parameters of the Transformer to the central node. The central node aggregates multiple copies from different charging stations and sends the aggregated parameters to the charging stations. Moreover, the charging station employs a parameter update policy to reduce the bandwidth demand of federated learning without sacrificing data privacy. Experimental results demonstrate that the proposed scheme can accurately predict user charging durations, while protecting data privacy.
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Figure 1. The structure of the charging duration prediction. 
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Figure 2. Training loss vs. number of communications, under different numbers of training charging stations. 






Figure 2. Training loss vs. number of communications, under different numbers of training charging stations.



[image: Electronics 13 02022 g002]







[image: Electronics 13 02022 g003] 





Figure 3. Training loss vs. number of communications, under different batch sizes. 






Figure 3. Training loss vs. number of communications, under different batch sizes.



[image: Electronics 13 02022 g003]







[image: Electronics 13 02022 g004] 





Figure 4. Training loss vs. number of communications, under different numbers of local epoch. 
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Figure 5. Success rate vs. different percentage of number of charging piles, under sign-flipping attack. 
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Figure 6. The success rate of the algorithm in detecting attacks on charging pile data at different proportions. 
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Table 1. Dataset information.






Table 1. Dataset information.





	Features
	Quantity





	The number of locations where charging station user data is sourced
	125



	The total number of charging stations
	124,548



	The dimensionality of each sample feature
	24



	The number of samples in the test set
	414,812



	The number of normal data samples in the test set
	228,644



	The number of abnormal data samples in the test set
	104,168



	The number of incomplete data samples in the test set
	82,000










 





Table 2. Main data attributes in each data session.






Table 2. Main data attributes in each data session.





	Features





	Session ID

Unique identifier of EV

Time zone of charging station

Charging capacity

Time of connecting to charging station

Demanded charging energy

Time of the last non-zero charging rate



	Time of disconnecting charging station

Measured energy delivered

Time of charging current becoming zero



	Time of estimated departure time



	Time of charging voltage becoming maximum










 





Table 3. Parameter configuration of Transformer.
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	Parameter Name
	Value





	Self-Attention Mechanism and the Number of Layers in Fe