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Abstract

:

Current target-speaker extraction (TSE) models have achieved good performance in separating target speech from highly overlapped multi-talker speech. However, in real-world applications, multi-talker speech is often sparsely overlapped, and the target speaker may be absent from the speech mixture, making it difficult for the model to extract the desired speech in such situations. To optimize models for various scenarios, universal speaker extraction has been proposed. However, current models do not distinguish between the presence or absence of the target speaker, resulting in suboptimal performance. In this paper, we propose a gated cross-attention network for universal speaker extraction. In our model, the cross-attention mechanism learns the correlation between the target speaker and the speech to determine whether the target speaker is present. Based on this correlation, the gate mechanism enables the model to focus on extracting speech when the target is present and filter out features when the target is absent. Additionally, we propose a joint loss function to evaluate both the reconstructed target speech and silence. Experiments on the WSJ0-2mix-extr and LibriMix datasets show that our proposed method achieves superior performance over comparison approaches in terms of SI-SDR and WER.
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1. Introduction


In multi-talker communications, overlapped speech usually has negative impacts on downstream tasks, such as automatic speech recognition (ASR). This has attracted researchers’ interest in speech separation, which aims to obtain a single stream from overlapping speech. Up until now, speech separation has been widely studied [1,2,3,4,5]. Among many solutions, target-speaker extraction (TSE) provides an effective approach to speech separation.



TSE is a technology that uses the reference speech of the target speaker to extract the target speech signal from a mixture of speech. Currently, TSE has achieved good performance in highly overlapped speech [6,7,8,9,10,11,12,13,14,15]. However, when applied to real-world applications, TSE encounters the challenge that speech is often sparsely overlapped, and the target speaker may not always be speaking [16,17], which is different from the highly overlapped scenarios in many previous TSE research studies.



Therefore, to facilitate our work, as shown in Figure 1, we introduce a classification method that classifies real-world multi-talker speech into four types of scenarios, according to whether the target speaker is present or absent (TP or TA), and whether the speech overlaps (S or M). In this way, the speech mixtures composed of four random scenarios are closer to real-world communications. According to the classification, most prior TSE studies [6,7,8,9,10,11,12,13,14,15] have only focused on the TP-M scenario, where speech is highly overlapped and the target speaker keeps speaking. However, when applied to TA-M and TA-S scenarios, these studies may falsely extract a random speaker’s voice rather than the desired silence. This results in a strong negative effect on overall performance, which is called the false-extraction problem [17,18].



To address the false-extraction problem, universal speaker extraction is proposed. It aims to extract speech when the target speaker is active, and output silence when the target speaker is quiet. Since the widely used scale-invariant signal-to-noise ratio (SI-SDR) [19] loss has no definition in target-absent scenarios, some researchers proposed modifying the loss function to evaluate both the quality of the reconstructed speech and silence [16,20,21,22,23]. Although these methods encourage the model to consider the absent speaker and output silence, they often degrade the quality of extracted signals in target-present scenarios. Some methods introduce additional information to verify the speaker’s presence, such as speaker activity information [24,25] or visual cues [17]. However, some scenarios cannot provide this information, resulting in limited application of these methods.



In this paper, we propose a novel universal speaker extraction model. In our method, we use gated cross-attention to fuse speaker embedding and speech mixture features. Specifically, the attention mechanism is used to distinguish whether the target speaker is speaking or quiet. And the gate mechanism is used to make the extractor focus more on the frames where the target speaker is present. In addition, to optimize both the energy of silence when the target is absent and the SI-SDR when the target is present, we propose an effective joint loss function as the training objective. Our methods take into account all four scenarios in the real world, effectively alleviating the false-extraction problem and improving the quality of extracted signals. Our contributions are as follows:




	
We classify the multi-talker speech into four types: TP-S, TP-M, TA-M, and TA-S.



	
We propose a universal speaker extraction method in which a gated cross-attention mechanism is employed to improve the model performance in all four scenarios. This method integrates target-speaker embedding and speech mixture features to verify whether the target speaker is present or absent, thereby enabling the extraction model to focus more on the target-present segments.



	
We improve the loss function for universal speaker extraction to optimize the network on both target-present and target-absent scenarios.



	
We conduct comparative experiments on the baseline model SPEX+ [11] and various universal speaker extraction methods. The experimental results on the WSJ0-2mix-extr and LibriMix datasets show that our method improves the performance in all four scenarios.









2. Related Works


2.1. Speaker Extraction for the Target-Present Mixture


In the past few years, TSE methods have made significant progress in TP-M scenarios. Representative studies include SpeakerBeam [6,7,8] and VoiceFilter [9,10]. Furthermore, the time-domain speaker extraction model SPEX [11,12,13] extended by Conv-TasNet [4] is a typical approach to speaker extraction and has achieved good performance.



Some studies [15,18] have found that, even in target-present mixtures, TSE may suffer from false-extraction problems (also called speaker confusion, SC). To solve the problem, commonly used methods include post-processing and modifying the loss function [18]. Moreover, X-SepFormer [15] proposes a new TSE model based on SepFormer [5]. It introduces the cross-attention mechanism for feature fusion [26] and effectively reduces the rate of false extraction in the TP-M scenario. These methods have the limitation that they only address false-extraction problems in TP-M scenarios. The aforementioned cross-attention [15,26] only focuses on the temporal correlation of speaker-speech features, rather than the correlation between speaker embedding and speech features, making it unable to distinguish whether the speaker is present or not.



In real-world scenarios, to avoid false extraction, it is important to learn whether the speaker is present or not. Therefore, these methods are not suitable for universal speaker extraction.




2.2. Universal Speaker Extraction for Target-Absent Scenarios


Recently, researchers have noticed the false-extraction problem in realistic communications. Modifying the loss function and training the model in various speech mixtures is a popular strategy [16,20,21,22]. The loss functions in [20,21,22] are revised for target-absent speech to penalize the outputs when they are far from silence. However, they cannot be widely used because the loss value will approach negative infinity and dominate the overall loss when the estimated output or the input signal is close to silence. Borsdorf et al. [16] proposes a unified SE-SI-SDR loss applicable across all conditions. But the weight of unified loss in target-present and target-absent scenarios cannot be adjusted. Therefore, in practice, it requires keeping a specific fixed proportion of the four scenarios in the training data.



Some researchers have attempted to solve the false-extraction problem by proposing new structures that enable the model to distinguish whether the target speaker is present or not. For example, Lin et al. [24] propose a joint learning network of personal voice activity detection (VAD) and speaker extraction, in which VAD predicts the presence of the target speaker and masks non-target speech to silence based on the predicted results. However, the hard mask method highly depends on the accuracy of VAD, which is a difficult task in overlapping speech. USEV [17] uses visual cues as the auxiliary reference and proposes a universal speaker extraction network. But visual cues are unavailable in most real-world scenarios. Delcroix et al. [22] use speaker verification after speaker extraction, which can detect the TA speech when the extracted signals do not match the target speaker’s enrollment. However, the serial structure of speaker extraction and speaker verification increases the system’s latency.



Unlike the above methods, we use gated cross-attention to calculate the attention weight only between speaker embedding and audio features. This soft mechanism has linear complexity, which can eliminate the latency problem. Meanwhile, our gate mechanism can preserve information when the target is present and ignore it when the target is absent, so no additional auxiliary reference is required.





3. Overall Network Architecture of Universal Speaker Extraction


As Figure 2 illustrates, the overall network architecture of our universal speaker extraction model is built on the backbone of SPEX+ [11]. The whole network includes four components: speech encoder, speaker encoder, speaker extractor, and speech decoder. The speech encoder encodes the waveform into an acoustic representation. The speaker encoder extracts a speaker embedding from the reference speech representation of the target speaker. The speaker extractor estimates a mask for the target speaker from the mixture of speech representations to filter out the speech of other speakers. And the speech decoder can reconstruct the speech signal from the masked speech representation.



We introduce the details of the process as follows. The speech encoder first encodes the waveform y into an acoustic representation Y using a 1D-CNN. At the same time, the speaker encoder extracts a speaker embedding e from the reference speech x of the target speaker. Then, the speaker extractor uses a gated cross-attention feature fusion block to fuse the speaker embedding, e, with the mixed speech representation, Y, to guide the speaker extraction. It estimates a mask, M, from the mixture speech representation, Y, and obtains the target speech representation   S ^   by element-wise multiplying the mask, M, with Y. Finally, the speech decoder reconstructs the target speech signal   s ^   from   S ^  .



We optimize the entire network through multi-task learning of speaker classification and speaker extraction. As we classify the scenarios into TP-S, TP-M, TA-M, and TA-S types, we improve the loss function to optimize the model for target-absent (  s = 0  ) and target-present (  s ≠ 0  ) scenarios. We give the detailed descriptions in Section 4 and Section 5.




4. Gated Cross-Attention Mechanism


In this paper, we employ the gated cross-attention mechanism to the speaker extractor for universal speaker extraction. Figure 3 (left) illustrates the structure of the speaker extractor. It consists of four temporal convolutional network (TCN) stacks and a 1D-CNN with a ReLU activation function. A TCN stack contains a gated cross-attention feature fusion block and B TCN blocks. In these blocks, the feature fusion block fuses the mixed speech representation, Y, and the speaker embedding, e. The TCN block uses stacked dilated 1D convolutional layers for temporal feature modeling, thereby extracting the target speech from the fused feature. The use of dilated convolution allows the model to take advantage of the long-range dependencies of the speech signal while also substantially reducing the model size [4,27].



Figure 3 (right) shows the details of our gated cross-attention feature fusion block. It takes the target-speaker embedding   e ∈  R  1 × D     and the mixed speech representation   Y ∈  R  T × D     as inputs, and modulates the speech features according to the target speaker’s presence. A detailed description of the two mechanisms is provided in Section 4.1 and Section 4.2.



4.1. Cross-Attention Mechanism


In the feature fusion block, the cross-attention mechanism learns the interaction between the target speaker and speech to distinguish whether the target speaker is present or not. The multi-head cross-attention is used in this section, while for simplicity, the explanation will be given for a single-head.



As shown in Figure 4(1), traditional feature fusion methods usually fuse the speaker embedding, e, and the mixed speech representation, Y, by concatenating, which makes it difficult to learn the degree of correlation between the two features. Some researchers [26] also use cross-attention in TSE. But as Figure 4(2) illustrates, they only apply attention to a sequentially connected sequence to learn the temporal correlation. However, as Figure 4(3) shows, our cross-attention is used to learn the interaction between e and Y in each time frame.



In our cross-attention mechanism, the speaker embedding e is transformed to the query   Q ∈  R  1 × D    , and the speech representation Y is transformed to the key   K ∈  R  T × D     and value   V ∈  R  T × D    .


    Q    = e  W q      



(1a)






    K    = Y  W k      



(1b)






    V    = Y  W v      



(1c)




where   W q  ,   W k  , and   W v   are the transformation matrices. Then, we calculate the attention weight   A ∈  R  1 × T     between the speaker and speech as follows:


  A = sigmoid (   Q  K T    b   ) ,  



(2)




where b denotes a scaling factor, which is equal to the dimensionality D of the input features. Note that we use the sigmoid activation function in the calculation rather than the commonly used softmax. The reason is that the   Q  K T    in this paper is a one-dimensional vector of length T, which represents the correlation between the speaker embedding and the speech sequence. It does not make sense to apply the softmax activation function to normalize a vector. In contrast, when using the sigmoid activation function, the attention weight A represents the probability of the target speaker’s presence, where the element is close to 1 if the target speaker is present, otherwise it is close to 0 if the target speaker is absent.




4.2. Gate Mechanism


According to the attention weight A, we next use a gate mechanism to enable the model to focus on the features of the target-present parts and filter out the features of the target-absent parts.



To this end, inspired by the gated linear unit (GLU) [28], we employ a gate mechanism to control the information flow. In GLU, the input features perform element-wise multiplication with the gate, which is a sigmoid-activated feature associated with the input feature. In our case, the gate needs to be associated with the interaction features between the speaker and the speech. Thus, we regard the cross-attention weight A as the gate:


  F = V ⊙ A ,  



(3)




where ⊙ denotes a broadcast element-wise multiplication, V is the transformed speech representation in Section 4.1, and   F ∈  R  T × D     is the gated feature. Since attention weight A uses sigmoid activation and indicates the degree of association between the speaker and speech, our gate mechanism can direct those features with stronger relevance to flow into the subsequent modules.



In the end, we concatenate the gated feature F from all attention heads and feed it into a linear layer. A residual connection is adopted between the output feature and the input speaker embedding e. The results are then fed into the feed-forward network (FFN). Finally, layer normalization is used to output the feature to the following blocks. In this way, the feature fusion block can automatically learn to preserve the features relevant to the target speaker and suppress the irrelevant features.





5. Loss Function


We optimize the entire network through multi-task learning of speaker classification and speaker extraction. By classifying the scenarios into TP-S, TP-M, TA-M, and TA-S types, we propose a new loss function to optimize the model for target-absent (  s = 0  ) and target-present (  s ≠ 0  ) scenarios.



When the target speaker is present, we use SI-SDR loss to evaluate the reconstructed signal   s ^  :


       s target  =   〈  s ^  , s 〉     s  2  + ϵ   s        L  SI - SDR    ( s ,  s ^  )  = − 10  log 10       s target   2      s ^  −  s target   2  + τ   s  2    + ϵ       



(4)




where   ϵ = 1 ×  10  − 8     is a very small term, s is the target signal, and   s ^   is the estimated signal.



When the target speaker is absent, the SI-SDR loss would lead to a constant value, which is independent of the estimated signal   s ^  . It means that SI-SDR is unable to optimize the model for target-absent scenarios. Thus, we employ the energy of speech as the loss function rather than SI-SDR loss:


   L Energy   (  s ^  , y )  = 10  log 10   (    s ^   2  + τ   y  2  + ϵ )   



(5)







In the two loss functions, we use a soft threshold   τ =  10  − 3     to prevent the loss from exploding when the estimated signal   s ^   is too close to silence 0 or reference s.



In summary, our signal reconstruction loss consists of SI-SDR loss and energy loss. And our speaker classification loss is a cross-entropy (CE) loss. Since the expectations for these three losses are different, we use their weighted sum as the overall loss function:


      L = α · s g n x  (   s  2  )   L Energy  + β · s g n x  (   s  2  )   L  SI - SDR   + γ  L  C E   ,      



(6)




where  α ,  β , and  γ  are the weights for   L E  ,   L  SI - SDR   , and   L  C E    respectively. We adopt a step function   s g n x ( · )   to indicate whether the target is present or not. It outputs 1 when the target signal is   s ≠ 0  , and outputs 0 when the target signal is   s = 0  . Thus, the loss function can enhance the model’s ability to improve the quality of extracted speech when the target speaker is present and output silence when the target speaker is quiet.




6. Experimental Setup


6.1. Dataset


We use WSJ0-2mix-extr [12] and Libri2Mix [29] as the datasets of our experiments. The WSJ0-2mix-extr dataset is generated from the WSJ0 corpus with a sampling rate of 8 kHz. The training set (20,000 utterances) and development set (5000 utterances) share the same 101 speakers. The test set (3000 utterances) contains 18 different speakers. The Libri2Mix dataset is a benchmark that uses the LibriSpeech [30] corpus to generate mixed speech. In our experiments, we use the “train-clean-100” subset with a sampling rate of 16 kHz, which contains 13,900 mixtures from 251 speakers. Under the same conditions, we remix 3000 utterances as the test set.



To experiment with universal speaker extraction, we simulate the TP-S, TP-M, TA-M, and TA-S scenarios and modify the datasets accordingly. The TA-S and TA-M data are generated by choosing speakers different from those in the mixture as the target speakers. And the TP-S and TA-S data are generated by replacing a portion of mixtures with non-overlapped speech signals. With reference to [16], we modify the WSJ0-2mix-extr dataset by randomly removing 15% of the data of 2T-PT and 1T-PT to create 2T-AT and 1T-AT data. While in the Libri2Mix dataset, the ratio of target-absent data is about 40%. During training, each utterance in TP-M is utilized twice to alternatively extract each speaker from it. The number of utterances of these training sets in each scenario is shown in Table 1.




6.2. Training Setup


In our experiment, we use the SPEX+ model as the baseline. We train our models using the Adam optimizer with an initial learning rate of 0.001 on 4-second segments. We set the maximum training epoch to 150 and adopt an early stop strategy when the loss increases on the validation set for 4 epochs. The dimension of the speaker embedding D is 256. The loss function weights are set to   α = 2  ,   β = 1  , and   γ = 10   for the WSJ0-2mix-extr dataset and   α = 1   for the Libri2Mix dataset.



Due to the limited computational resources, we use a pre-trained SPEX+ model on the fully overlapped dataset to initialize the network parameters and further fine-tune the model with new loss functions or structures. Moreover, we find that applying our proposed gated cross-attention feature fusion block to the deep TCN stack can achieve the best performance.




6.3. Evaluation Metrics


We evaluate the model performance in terms of speech quality and the speaker extraction error rate. In the TP-M scenario, we use SI-SDR to evaluate the quality of speech extracted from the fully overlapped speech. In other scenarios, the perfectly reconstructed signals or silence may lead to excessive value of SI-SDR or energy. Ref. [20] proposed that the zero point could be an approximate boundary for the speaker extraction error rate. Consequently, we use the negative SI-SDR rate and positive energy rate to evaluate whether the model is correctly outputting target speech or silence. For TP-S and TP-M scenarios, the negative SI-SDR rate is the proportion of samples with negative SI-SDR values in the extraction results to the total test samples. And the positive energy rate for TA-S and TA-M scenarios is calculated in the same way.



In addition, to validate the effectiveness of our model in downstream applications, we fed the extracted speech of the Libri2Mix test set into a pre-trained ASR model and reported the word error rate (WER) and the word correct rate (Corr). Moreover, we report the insertion error rate (Ins) to clarify the model’s performance when the target speaker is silent. The ASR model used is the conformer model in ESPnet (https://github.com/espnet/espnet/tree/master/egs/librispeech/asr1, accessed on 1 September 2023).





7. Experimental Results


7.1. Comparative Study for Universal Speaker Extraction


In this section, we compare our proposed method with baselines in terms of SI-SDR, extraction error rate, and ASR performance. The baseline models, respectively, use the SI-SDR loss [11], MSE loss [9], and SE-SI-SDR loss [16], which are jointly optimized with CE loss. Note that the method using SI-SDR loss is trained on Libri2Mix and WSJ0-2mix-extr, while the other methods are trained on Libri2Mix (USE) and WSJ0-2mix-extr (USE) datasets.



In Table 2 and Table 3, our baseline is the method using SI-SDR loss, which cannot handle the TA-S and TA-M scenarios. SE-SI-SDR and MSE are two loss functions that can optimize the model in all four scenarios, and joint loss is our loss function. The loss functions above are trained with the SPEX+ model structure. In the last row, “+GCA” denotes that we use our proposed gated cross-attention (GCA) universal speaker extraction model together with our joint loss.



Compared with SI-SDR loss, the following three loss functions can make the model work well in TA-M and TA-S scenarios. It is clear that our proposed joint loss function outperforms the comparison methods. In TA-M and TA-S scenarios, the joint loss achieves relatively low error rates of 26.79% and 9.36%, respectively, indicating its ability to output silence effectively. And in the TP-M scenario, our joint loss achieves the best performance compared with MSE and SE-SI-SDR. We believe that the flexible weight of loss and the soft threshold are the reasons for the stable performance.



By comparing the experimental results in the TP-M scenario, we find that including TA-S and TA-M speech in the training set can potentially degrade the extraction performance for TP-M and TP-S speech. This could be due to the baseline model’s struggles to effectively distinguish between extracting target signals and outputting silence. Our proposed GCA mechanism offers a solution to this problem. By observing the last two rows, the GCA-USE model significantly reduces the extraction error rate in TA-M and TA-S scenarios while maintaining high speaker extraction quality in the TP-M scenario. The results suggest that the proposed gated cross-attention mechanism has advantages in distinguishing the presence of target speakers, thus leading to superior performance.



In Table 3, we first report the ASR performance of the single-speaker LibriSpeech dataset to show the upper bound of the TSE output. Then, we perform ASR on the extraction results of speaker extraction models and compare the performance. Our GCA-USE model achieves the lowest insertion error rate of 1.1% and reduces WER by 7.1%. It demonstrates the effectiveness of our model on downstream tasks.




7.2. Comparative Study with Target-Speaker Extraction


This section focuses on the TP-M scenario, conducting a comparative analysis of the performance for target speech extraction and universal speech extraction models on the Libri2Mix dataset, as shown in Table 4. Firstly, by comparing the performances of TSE models with USE models, we observe that TSE models generally outperform USE models in extracting fully overlapping speech. This is because USE models are trained with data from various scenarios, making the model universal, but the performance in TP-M scenarios has decreased. Nevertheless, our proposed GCA-USE model not only achieves the best performance among USE models but also exhibits comparable performance to the latest TSE models.



Secondly, we compare the parameter numbers of different models. Our model exhibits an increase of merely 0.3 M parameters over the baseline model while achieving significant performance improvements. Furthermore, we evaluate the computational cost of our model and the baseline model, with a ratio of 7.4:7.9. These results indicate that our model achieves superior performance with only a slight increase in both the number of parameters and computational costs.




7.3. Ablation Study


In this section, we conduct an ablation study on LibriMix to explore the effectiveness of the gate mechanism and cross-attention mechanism. Specifically, we remove the two mechanisms from the proposed GCA model and present the performance in Table 5. When we remove the CA and only use the gate in the model, we treat the concatenated feature of speaker embedding and speech representation as the gate rather than using the cross-attention weight. When we remove the gate, the output of cross-attention is the attention score using softmax, and we apply a dot product with the value V rather than element-wise multiplication with the gate. When we remove both the gate and CA, the model reverts to the baseline SPEX+ model.



Compared to the baseline model in the last row, the results in the second and third rows show that using either the cross-attention mechanism or gate mechanism alone only achieves a slight improvement in each metric. When we employ the two mechanisms together, we achieve a significant improvement in all scenarios.



According to our analysis, without the correlation between the speaker and speech provided by cross-attention, it is challenging for the gate mechanism to effectively control the information flow. Likewise, using cross-attention directly has a limited impact on subsequent calculations. The results of the ablation study highlight the complementary nature of the gate and cross-attention mechanisms. The gate mechanism effectively utilizes the cross-attention mechanism to reserve the features of the target-present speech while filtering out the features of the target-absent speech.





8. Conclusions


In this paper, we propose a novel gated cross-attention universal speaker extraction model and a joint loss function. The proposed joint loss enables the model to extract target speech in various scenarios. Additionally, the gated cross-attention mechanism helps the model distinguish whether the target speaker is present and then focuses on extracting the target-present part. The experimental results demonstrate the effectiveness of our approach in various communication scenarios.
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Figure 1. (1) TP-S denotes that the target speaker speaks alone. (2) TP-M denotes that the target speaker overlaps with other interference speakers. (3) TA-M denotes that the interference speakers overlap with each other. (4) TA-S denotes an interference speaker who speaks alone. 
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Figure 2. The network architecture of universal speaker extraction. 
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Figure 3. The structure of the speaker extractor (left) and the details of our gated cross-attention feature fusion block (right). 
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Figure 4. The comparison of feature fusion methods: (1) The traditional feature fusion method. (2) Existing cross-attention feature fusion method. (3) The cross-attention mechanism in our feature fusion method. 
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Table 1. The descriptions of training sets in Libri2Mix and WSJ0-2mix-extr. “USE” refers to the modified dataset for universal speaker extraction.
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Dataset

	
Utterances




	
TP-M

	
TP-S

	
TA-M

	
TA-S






	
Libri2Mix

	
13,900

	
0

	
0

	
0




	
Libri2Mix (USE)

	
13,900

	
4400

	
13,900

	
8800




	
WSJ0-2mix-extr

	
20,000

	
0

	
0

	
0




	
WSJ0-2mix-extr (USE)

	
17,000

	
17,000

	
3000

	
3000











 





Table 2. Comparative study of universal speaker extraction methods on the WSJ0-mix-extr test set. We present the SI-SDR in the TP-M scenario and the extraction error rates in four scenarios.
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Methods

	
SI-SDR (dB)

	
Extraction Error Rate (%)




	
TP-M

	
TP-S

	
TA-M

	
TA-S






	
SI-SDR [11]

	
17.05

	
2.22

	
25.72

	
99.82

	
99.82




	
MSE [23]

	
3.02

	
18.39

	
0.07

	
52.66

	
27.89




	
SE-SI-SDR [16]

	
10.79

	
7.52

	
0.94

	
27.89

	
12.84




	
Joint Loss

	
14.73

	
4.89

	
0.17

	
26.79

	
9.36




	
+GCA

	
15.05

	
4.38

	
0.35

	
26.06

	
7.52











 





Table 3. Comparative study of universal speaker extraction methods on Libri2Mix in terms of SI-SDR in the TP-M scenario and ASR performance.
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	Methods
	SI-SDR (dB)
	Corr (%)
	Ins. (%)
	WER (%)





	Clean (topline)
	-
	98.1
	0.3
	2.2



	SI-SDR [11]
	13.50
	94.3
	46.1
	51.8



	MSE [23]
	4.07
	68.0
	15.0
	46.9



	SE-SI-SDR [16]
	9.94
	90.4
	8.8
	18.3



	Joint Loss
	13.18
	91.9
	5.3
	13.4



	+GCA
	14.57
	94.8
	1.1
	6.3










 





Table 4. Comparison of target-speaker extraction and universal speaker extraction performance on the Libri2Mix dataset. We present the number of parameters, SI-SDRi, and SDR in the TP-M scenario.






Table 4. Comparison of target-speaker extraction and universal speaker extraction performance on the Libri2Mix dataset. We present the number of parameters, SI-SDRi, and SDR in the TP-M scenario.





	
Task

	
Methods

	
#Params

	
SI-SDRi (dB)

	
SDR (dB)






	
TSE

	
VoiceFilter [9]

	
9.45M

	
-

	
7.8




	
TD-SpeakerBeam [31