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Abstract: Drowsy driving is one of the major causes of traffic accidents, injuries, and deaths on roads
worldwide. One of the best physiological signals that are useful in detecting a driver’s drowsiness
is electroencephalography (EEG), a kind of brain signal that directly measures neurophysiological
activities in the brain and is widely utilized for brain-computer interfaces (BCls). However, designing
a drowsiness detection method using EEG signals is still challenging because of their non-stationary
nature. Deep learning, specifically convolutional neural networks (CNNs), has recently shown
promising results in driver’s drowsiness. However, state-of-the-art CNN-based methods extract
features sequentially and discard multi-scale spectral-temporal features, which are important in
tackling the non-stationarity of EEG signals. This paper proposes a deep multi-scale convolutional
neural network (EEG_DMNet) for driver’s drowsiness detection that learns spectral-temporal features.
It consists of two main modules. First, the multi-scale spectral-temporal features are extracted from
EEG trials using 1D temporal convolutions. Second, the spatial feature representation module
calculates spatial patterns from the extracted multi-scale features using 1D spatial convolutions. The
experimental results on the public domain benchmark SEED-VIG EEG dataset showed that it learns
discriminative features, resulting in an average accuracy of 97.03%, outperforming the state-of-the-art
methods that used the same dataset. The findings demonstrate that the proposed method effectively
and efficiently detects drivers” drowsiness based on EEG and can be helpful for safe driving.

Keywords: drowsiness detection; electroencephalography (EEG); deep learning; multi-scale
convolutional neural network (CNN)

1. Introduction

Drowsy driving is one of the leading causes of road accidents and deaths. A study
conducted by the University Sleep Disorders Center at King Saud University revealed
that drowsiness is one of the important causes of accidents in Saudi Arabia; the study
showed that 33% of drivers were about to get involved in at least one accident because
of drowsiness and 12% of drivers got in a real traffic accident because of sleeping while
driving [1]. The American Automobile Association (AAA) reported that one-eighth (12.5%)
of hospitalized passengers and drivers and one-sixth (16.5%) of deadly traffic accidents
are caused by drowsy driving [2]. The German Road Safety Council estimates that 25%
of highway traffic fatalities are caused by drowsy drivers [3]. These statistics show that
drowsy driving is one of the leading causes of major traffic accidents.

Successful drowsiness detection is an important step in reducing the cost to society of
traffic accidents, injuries, and death. Different measurements have been utilized to estimate
drowsiness, including vehicle-based measurements, driver behavioral-based measure-
ments, and physiological-based measurements. In view of physiological measurements,
many existing studies have shown that EEG signals are the gold standard for drowsiness
detection due to their direct relation to the brain where the drowsiness is initially triggered
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and due to their temporal information richness [4-7]. However, drowsiness detection using
EGG signals is still hard due to the low signal-to-noise ratios and non-stationary nature of
EEG signals [8-10]. Most of the existing studies that have been proposed to detect drivers’
drowsiness focus on features in each channel separately to detect drowsiness, making them
vulnerable to variability across various subjects and sessions without sufficient data [11].
Therefore, the main goal of this study is to build a robust detection method for detecting
drivers’ drowsiness, which can help alert drivers to safe driving.

The methods based on conventional machine learning techniques that use hand-
engineered features for BCI tasks, including drowsiness detection, have been considered
the standard for many years. However, deep learning-based methods have recently shown
remarkable results in the BCI community [12]. Deep convolutional neural networks (CNNs)
have the advantage of preserving the configurational and structural information in the
original data and have been employed for drowsiness detection [10,13-15]. However, a
CNN extracts features sequentially and disregards multi-scale spectral-temporal features,
which can cause a serious problem in EEG signal features for different paradigms [13],
subjects [16], and types [17]. Also, CNN-based methods require large amounts of training
samples since they have a large number of trainable parameters [12], but BCI research gen-
erally contains a limited number of EEG experiments [16,18]. To mitigate these difficulties,
we proposed an EEG_DMNet. The main contributions of this study are as follows:

e  We proposed a deep multi-scale CNN model (EEG_DMNet) based on EEG signals
for driver’s drowsiness detection. This method takes an EEG trial as the input, pre-
processes it using differential entropy (DE); then, it calculates multi-scale spectral-
temporal features using 1D temporal convolution, and then computes the spatial
patterns using 1D spatial convolutions.

e  We conducted several experiments to evaluate the performance of the method for
drowsiness detection and compared its performance with those of the state-of-the-art
methods, demonstrating its outstanding performance.

e  We gave an analysis and visualization of the features learned by the EEG_DMNet,
which demonstrates that it learns more discriminative features compared to the state-
of-the-art models.

The rest of this paper is organized as follows. Section 2 reviews previous studies in
drowsiness detection using EEG brain signals with different methods, which can broadly
be classified into two main categories, i.e., the methods based on hand-engineered features
and those based on deep learning. Section 3 describes the proposed deep multi-scale CNN
model (EEG_DMNet) for detecting drivers” drowsiness. Section 4 describes the benchmark
database used for experiments, the evaluation protocol, and the metrics used to validate
the effectiveness of the proposed EEG_DMNet model and reports the experimental results.
Section 5 discusses the results and findings. Finally, Section 6 concludes the paper.

2. Literature Review

Many researchers have addressed the problem of drowsiness detection using EEG
brain signals, and different methods have been proposed. These methods can be broadly
classified into two main categories, i.e., methods based on hand-engineered features and
those based on deep learning. In the following sections, we throw light on some studies
employing these methods.

2.1. Hand-Engineered (HE) Feature-Based Methods

The extracted features in the HE-based method for drowsiness detection fall into
three main domains: time [19-21], frequency [11,22], and spatial domains. Moreover, multi-
domain features have also been employed in HE-based methods. For instance, features
that combine time and frequency domains [23] or time and spatial domains [24] have been
used to improve classification accuracy.

For time domain features, Orru et al. [19] employed a one-dimensional Local Binary
Pattern (1D-LBP) to extract features, while Khare and Bajaj et al. [21] extracted time domain
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statistical features selected by the Kruskal-Wallis test. Khare and Bajaj [20] also used the
Kruskal-Wallis test to select time domain entropy-based features from the decomposed
EEG signal using adaptive variational mode decomposition (AVMD).

Shen et al. [22] showed that drowsiness is detected using frequently used spectral
spectrum features. However, EEG signals are aligned between each source subject and
target subject to address cross-subject variations based on covariance minimization. In
another method, Shen et al. [11] also used spectral spectrum features; however, decompo-
sition transformed the data to a third-order tensor for feature extraction. To enhance the
characteristic quality of the EEG signal, Min et al. [23] employed multi-entropy measures in
both time and frequency domains. Chen et al. [24] extracted spatio-temporal features from
EEG signals by computing the linear prediction cepstral coefficients (LPCCs) as the time
domain features and the Riemann spatial covariance matrix as the spatial domain features.

As the features were extracted, different classifiers were utilized, such as
SVM [11,19,24], random forest [25], logistic regression [23], etc.

2.2. Deep Learning (DL)-Based Methods

Different DL-based approaches have been used to extract deep features from EEG
signals for drowsiness detection and classification, such as CNN [4,5,26-29], Recurrent
Neural Networks (RNN), and Long Short-Term Memory (LSTM) [30,31], and other DL
approaches [32].

Different CNN architectures have been used to extract features for drowsiness detec-
tion. Ko et al. [4] proposed a novel 1D CNN architecture that is independent of the input
types or paradigms of EEG signals. It exploits spatial-spectral-temporal information from
EEG signals at multiple scales with robust performance. In another method, Zue et al. [5]
used the 1D CNNs with the Inception module and modified the AlexNet module to classify
the EEG signals as awake or drowsy. Cui et al. [26] introduced a compact and interpretable
1D CNN model for discovering shared EEG features by combining the global average pool-
ing (GAP) layer in the model structure and the Class Activation Map (CAM) method for
localizing regions of the input signal to classify EEG signals. In another study, Cui et al. [27]
introduced an interpretable 1D CNN to allow a sample-wise analysis of important features
to classify EEG signals and take advantage of separable convolutions to process the EEG
signals in a spatial-temporal sequence. In another study, Ligianga et al. [29] proposed a
novel cross-dataset driver drowsiness recognition by introducing an entropy-guided ro-
bust feature (EGRF) adaptation framework that is based on an ICNN [26] as a baseline
network to extract important features from the EEG signal. They proposed a deep unsu-
pervised domain adaptation (UDA) technique to minimize the group-level drifts of EEG
signal distribution.

Some researchers used LSTM, and others combined it with CNNs to extract features
for drowsiness. Turkoglu et al. [30] converted the EEG signals into time frequency images
using Short-Time Fourier Transform (STFT). Then, the rhythm images were extracted by
dividing the EEG images based on frequency intervals. A pre-trained CNN model with
pre-trained residual network ResNet models (i.e., ResNet18, ResNet50, and ResNet101) was
used to extract features from each rhythm image and was then fed into the LSTM layer and
finally classified. In another approach, Tang et al. [31] introduced a novel multi-channel
LSTM network that efficiently learned the spatial correlation between multi-channel EEG
signals. Also, to reduce individual variation between subjects, they proposed the Euclidean
Space Data Alignment (ESDA) approach as a preprocessing step.

Some researchers used other DL approaches to extract features for drowsiness detec-
tion. Wang et al. [32] proposed a phase lag index graph attention network (PLI-GAT) that
constructed a brain network to extract EEG time frequency features from multiple channels
as a graph and then trained them using a GAT. It assigned weights to different neighbor
nodes adaptively to enhance the expressiveness of the graph neural network model. In
another method, Jai et al. [28] introduced an end-to-end temporal and graph convolution-
based network (MATCN-GT). It consists of two kinds of blocks: a multi-scale attentional
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temporal convolutional neural network block (MATCN) to extract EEG features and a
graph convolutional transformer block (GT) to process the extracted EEG features across
different channels. They added a multi-scale attention module in the first block to ensure
that channel correlation information is not lost. Also, they added a transformer module in
the second block to perfectly capture the dependencies between long-distance channels.

Some studies incorporate both HE features and deep features. Budak et al. [30]
proposed a hybrid method with three feature extraction techniques. Their proposed model
was divided into three building blocks. In the first block, they extracted spectral entropy
and instantaneous frequency features from the EEG spectrogram images and calculated
energy distribution and zero-crossing distribution features from the raw EEG signals. In
the second block, they used pre-trained AlexNet and VGGNet to extract deep features
from EEG spectrogram images. In the third block, they used tunable Q-factor wavelet
transform (TQWT) to decompose the EEG signals into sub-bands, and then they calculated
the statistical features and spectrogram images of the sub-bands. An LSTM classifier was
used in each block. Finally, the class label was predicted by taking a majority vote from all
three blocks. Ko et al. [31] employed a method that uses a deep CNN and DE extracted from
EEG signals. The network effectively extracts class-discriminative deep and hierarchical
features, and finally, a densely connected layer is utilized for the final decision making to
classify the driver’s state.

Based on the previous studies, there is a trend towards using deep learning methods
instead of conventional methods, as they outperform HE methods. This can be explained
by the nature of deep models that are less subjective to the initial assumptions about
the features and their impressive classification performance at the expense of training
dataset size and can achieve accuracy without overfitting. Though DL methods, namely,
CNN:s, have remarkable results in the BCI community and can detect meaningful patterns
related to different mental states from complex EEG signals with acceptable accuracy, they
extract features sequentially and disregard multi-scale spectral-temporal features, causing
deficiency in EEG feature representation. Therefore, this issue needs further research.

3. Materials and Methods

In this section, we first formulate the problem and then present the details of the proposed
EEG-based deep multi-scale CNN model (EEG_DMNet) for drivers” drowsiness detection.

3.1. Problem Formulation

The problem is detecting the drowsiness of a subject (driver) using his/her EEG signal
trial. It is a classification problem where the input EEG trial is used to predict the subject’s
state. Let x° € R"C*"T be a matrix representing an EEG trial of a subject s recorded using
nc channels in n1 timepoints and y°eY = {awake, tired, drowsy } be the state of the subject s.
Let D = {(x3,v5), (x3,5), ... (¥}, ) } be the annotated dataset collected from subject
(s) where the goal is to design and learn a classifier f : R"¢*"T — Y that predicts the state
yeY of an unknown EEG trial xeR"¢*"T as follows:

flx0)=y 1)

where 6 are the learnable parameters of f. Because of the outstanding performance of deep
CNN models for various applications, we design f as a deep convolutional neural network,
the EEG_DMNet, which learns multi-scale features from an EEG trial. The number of
learnable parameters (weights and biases) of a deep CNN model is a challenging problem.
To overcome this issue, the design of f is based on the pyramid architecture where the
number of filters decreases as the depth increases [33], and it has a significantly smaller
number of learnable parameters.

3.2. Proposed Deep Multi-Scale CNN Model—EEG_DMNet

The architecture of the proposed deep network in model f is depicted in Figure 1, and
its complete specification is given in Table 1. It is an end-to-end function that takes an EEG
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trial x from a subject as the input, extracts discriminative features, and predicts its label,
i.e., his/her state. It is composed of three mappings: (i) a spectral-temporal feature extractor
(Fst), (ii) a spatial feature extractor (F5), and (iii) a classifier (F,;), i.e.,

y=f(x;0) = Fg o FsoFs(h(x)).

Here, h is the preprocessing procedure, which takes an EEG trial xeR"¢*"T as the in-
put, preprocesses it is using differential entropy (DE) [34], which is calculated using
Equation (2) [29] as follows:
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Figure 1. Detailed description of the architecture of the EEG_DMNet model.

Table 1. The detail of the architecture of the EEG_DMNet.

Specification No. of
Module Block Input Size Output Size 0.0
P Stride Padding Filter Size Nli:ri‘ﬂ’:;; of P Parameters
[
. c
HEes TConvl 4x25x%1 1x5 Fo = 1024 4 % 21 x 1024 6144
£82§ TSepConv1 4% 21 x 1024 1x1 0x0 1x5 F; =512 4 %17 x 512 529,408
2ES S TSepConv?2 4 %17 x 512 1x5 F, =256 4 x 13 x 256 133,632
aET e TSepConv3 4 x 13 x 256 1x5 F; =128 4x9x128 34,048.
[
T2y 5
EEE% SConvl 4 %17 x 512 1x1 4x1 Fpq4=1024 1 x 17 x 1024 2,098,176
g% &8 SConv2 4 % 13 x 256 x 0x0 4x1 Fyq=1024 1x 13 x 1024 1,049,600
S g SConv3 4x9x128 4x1 Fay = 1024 1% 9 x 1024 525,312
Global 1 x 17 x 1024 1x1x 1024 NA
Average 1 x 13 x 1024 - 1x1x1024 NA
g Pooling 1x9 x 1024 1x1x 1024 NA
E 1% 1 x 1024 NA
& Concatenation 1x1x1024 - 1x1 x 3072 NA
3 1x 1 x 1024 NA
O FC 1x1 x 3072 no = 3, number of classes, i.e., awake, tired, or drowsy 1x1x3 9219
Total No. of parameters 4,385,539

The mappings Fs: and F; are parameterized with learnable parameters and learn
discriminative features. The classifier F takes the learned features and predicts the label
of the input EEG trial. The feature extractor mappings and the classifier are trained in an
end-to-end manner. The details of each mapping are given in the following sections.
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3.2.1. Spectral-Temporal Feature Extraction Mapping

This mapping extracts spectral-temporal features using four convolutions, one tempo-
ral convolution, and three temporal separable convolutions. It calculates multi-scale spec-
tral information using three temporal separable convolutions. It takes the preprocessed EEG
trial i(x) as the input and reshapes it in the dimensions of [ncnrl],ie., h(x)eR"*"m*1 The
input is processed in a channel-wise manner, with the first temporal convolution consisting
of F filters, which yields an activation a7 of the dimension [ncn;Fy), i.e., apeR"c*"T* Fo, This
activation is fed into three consecutive temporal separable convolutions in sequence. For-
mally, this function computes spectral-temporal features [7—[1, ’H%, ’Hé] at three scales, i.e.,

{13, HA} = Fa (h(x); 0r, 0hs, 65,0 ) )

where
7—[ —5olpTSo¢T( (x); 67, 9}5),
H —5°¢TS(H1/ TS)
H —5O¢’T5(H2/ TS)

Here, 7 is the temporal convolution, §ks, 2, and lp%s are three temporal separable
convolutions with numbers of filters F;, F,, and F3, and J is leakyReLU non-linearity.
Further, 07, 91TS/ G%S, and 93TS are the learnable parameters of ¢, l/JlTS, IP%S, and IP%S,
respectively. The outputs H]eR"*"1xh 3leRncxirxF and HleRmc* #'1%F5 are multi-
scale spectral-temporal features, where nt, i, and #'r are temporal dimensions of the
output features. The extracted features involve different frequency and temporal ranges,
and the separable convolutions lead to a reduction in the number of model parameters. In
all convolutions, we used the stride of one and zero padding.

3.2.2. Spatial Feature Extraction Mapping

The spatial feature extraction mapping calculates spatial patterns from the multi-
scale spectral-temporal features {#1, 1, H1} using three spatial convolutions. The
output from each temporal separable convolution in F; is fed in parallel to three spatial
convolutions. Formally, it computes spatial patterns {G{, Gi, G} from the multi-scale
spectral-temporal features {H1, H}, H1} as follows:

{6l 6, i} = 7 ({a, 1, 1i}i08,02,63) 4)
where ) . Lo
) Gy = 520 ¢T51(H2; 05),
Oz 2 godsliy %)
Gy =do¢pg(Hy; 62).
Here, qb%s, 47%5 and ¢%S are three spatial convolutions with the same number of numbers of
filters, i.e., F; and a size of n¢ x 1, and ¢ is leaky ReLU non-linearity. Further, 9;, 62, and 6;

are the learnable parameters of g1, ¢7 and ¢3¢, respectively. The outputs G%eRthTXF 4,

GleRMm*F and GleR'* #'1*F are spatial patterns extracted from multi-scale spectral-
temporal features. These are spatio-specral-temporal features that encode the compact
brain activations in spatial, spectral, and temporal dimensions.

3.2.3. Classification Function

Finally, to predict the label of an EEG trial, the output from the spatial feature extraction
mapping Fs is fed to the classification function ;. It is composed of three mappings, i.e.,

7= 7Fa({cl, G} G3}; 0a) = Fogoxcar({Gl G} G }). 5)
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Here, xgap: RV"*F 5 RIX1¥ g the global average pooling that operates on each
G},i =1,2,3 in parallel and pools the features along the temporal dimension, i.e.,

Pl=xcar(G}),i=1,23

where P! € R*1*E Tt helps to reduce the feature dimension by reducing the redundancy
in the feature space.

Next, ¢ : RPX1x¥Fa 5 RIXTxE o RIXIxEy _y RIX1X3K g the concatenation that concate-
nates the features obtained from ygp for each of Gil,z' =1,2,3,1ie.,

p= [P}, B3, B}] = o({P}, B3, P} })

Finally, the pooled and concatenated features P € R!*1*3k are flattened and passed to
the classifier F, which is composed of an FC layer and a softmax activation and yields the
posterior probability p(C;|x) of each class C;, i = 1,2,3, where
e
i =p(Cix) = —=—+,1=1,2,3.
pl p( 1|x) E}}:leajll 7%y

Here, a;, i = 1,2,3 are activations of the FC layer, which consists of three neurons because
there are three classes {awake, tired, drowsy }. The most probable class is the predicted
class of the input EEG trial x.

4. Experiments and Results

In this section, we first describe the dataset used to evaluate the performance of the
proposed method, and then we provide details of the experimental setup and the evaluation
procedure. Finally, we give the results of the experiments, which were performed to validate
the usefulness of the proposed method.

4.1. Dataset Description

To validate the effectiveness of the EEG_DMNet, we used the SEED-VIG EEG
dataset [35,36], as it has been widely used for developing and testing the deep mod-
els for drowsiness detection of three classes, i.e., awake, tired, or drowsy. It is a public
domain multimodal dataset published in 2017 by Zheng et al. [35] for vigilance estimation.
This dataset contains EEG signals of 23 subjects, which were recorded for approximately
2 h at different times, i.e., night and noon, in a simulated driving environment. The subjects
were 12 females and 11 males, with 23.3 years of average age and a 1.4 standard deviation.
Each experiment has 885 trials, and each trial is 8 s in length. All participants had normal
or corrected-to-normal vision; they were instructed to refrain from taking alcohol, caffeine,
and tobacco before the experiment. The EEG signals were recorded using 17 channels
(i.e, FT7, FT8, T7, T8, TP7, TP8, CP1, CP2, P1, PZ, P2, PO3, POZ, PO4, O1, OZ, and O2)
according to the 10-20 system and sampled at 200 Hz. They are processed by applying
a band-pass filter between 1 Hz and 75 Hz to filter out any noise and artifacts and are
then segmented into eight-second non-overlapping trials. We used the raw EEG data of all
twenty-three subjects from four channels (FT7, FT8, T7, and T8), as preferred for real-world
applications [35]. The EEG data were labeled using three categories based on the PERCLOS
labels [35], which denoted the percentage of eye closing time over total time. Therefore, we
classified data into three classes, i.e., awake, tired, and drowsy, with two threshold values
(0.35 and 0.7) [5,37]. The awake class was when PERCLOS < 0.35, the tired class was when
0.35 < PERCLOS < 0.7, and the drowsy class was when PERCLOS > 0.7.

4.2. Training and Evaluation Setup
In this section, we highlight the details of the training and evaluation of the EEG_DMNet.
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4.2.1. Implementation and Training

We implemented the EEG_DMNet using the MATLAB Deep Learning Toolbox R2022b.
We used commonly used cross-entropy loss and an Adam optimizer to learn the model
with a learning rate of 0.001. We set the maximum number of epochs equal to 100, and
the minimum batch size was set equal to 256. Additionally, all tunable parameters in this
network are initialized by the He initializer, and all layers are activated by the leaky rectified
linear unit (IReLU) function, except for the decision-making layer. We used training and
validation datasets to train the model and an independent test dataset for testing.

4.2.2. Evaluation Protocol

To perform experiments and evaluate the performance of the proposed model, we
used the subject-independent protocol, as it has been widely used, to divide the dataset
into a training set (80%), validation set (10%), and testing set (10%) with the 10-fold cross-
validation approach for evaluation. Using this protocol, the trials from all subjects are
combined and randomly shuffled, and an equal number of trials from each class (4049 trials
from each class) are selected. There are 9717 trials for training, 1215 trials for validation, and
1215 trials for testing. Then, the ten-fold cross-validation approach is used for evaluation,
dividing the trials into ten folds. Each time, eight folds are used for training, one fold
is used for validation, and one fold is used for testing. This process is repeated for each
fold one by one. Therefore, all folds are used for training, validation, and testing, so the
robustness of the model is tested over various samples.

To measure the performance of the proposed model, we used accuracy (Acc), sen-
sitivity (Sen), specificity (Spe), precision (Pre), and F1 score. The effectiveness of the
classification method depends on providing high rates on these metrics.

4.3. Ablation Study

The model involves a number of hyper-parameters, and the best choice of these hyper-
parameters is essential for the best performance of the model. We performed several
experiments with different hyper-parameter values to evaluate their effectiveness and
choose the values that give the best performance.

4.3.1. Raw Data vs. DE Preprocessing

Firstly, we evaluated our proposed model using raw EEG data and DE preprocess-
ing. The results are shown in Table 2, and it is clear from the results that using the DE
preprocessing is better than using raw EEG data in terms of all metrics.

Table 2. Performance of the EEG_DMNet using raw EEG data and DE preprocessing.

Performance Metrics (%)

Data Type
Acc Sen Spe F1 Score Pre
Raw EEG data 78.82 68.23 84.12 67.98 68.71
DE Preprocessing 94.35 91.52 95.76 91.52 91.52

4.3.2. The Impact of the Number of Filters

We conducted many experiments with different numbers of filters. The results are
shown in Table 3; it is clear from the results that Ffy = F; 4 = Fp4 = F34 = 1024 attain the
best performance metrics. This means that a large number of multi-scale temporal and
spatial patterns must be extracted using a large number of multi-scale filters.
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Table 3. Performance of the EEG_DMNet using different numbers of filters.
. Number of Filters Performance Metrics (%)
Experiment
Fy Fi4 F4 Fs4 Acc Sen Spe F1 Score Pre
1 128 128 128 128 94.35 91.52 95.76 91.52 91.52
2 256 256 256 256 95.88 93.83 96.91 93.82 93.82
3 512 512 512 512 96.54 94.81 97.41 94.83 94.86
4 1024 1024 1024 1024 97.70 96.54 98.27 96.54 96.54
5 2048 2048 2048 2048 97.15 95.72 97.86 95.74 95.77

4.3.3. The Impact of Activation Functions

The activation functions in the temporal and spatial convolution layers play a key
role and impact the overall performance of the model. We examined three well-known
activations, i.e., ReLU, LeakyReLU, and ELU, for our model. The results shown in Table 4
indicate that LeakyReLU performs better than the other two activations. The reason is
probably that ReLU can result in neurons dying because they suffer from saturation when
the input is negative. ELU, on the other hand, is computationally intensive.

Table 4. Performance of the EEG_DMNet using different activation functions.

Performance Metrics (%)

Data Type
Acc Sen Spe F1 Score Pre
ReLU 97.09 95.63 97.81 95.63 95.63
LeakyReLU 97.70 96.54 98.27 96.54 96.54
ELU 96.98 95.47 97.73 95.46 95.46

4.3.4. The Impact of Spectral-Temporal and Spatial Blocks

The proposed model consists of two main blocks: spectral-temporal and spatial blocks.
The spectral-temporal block learns spectral and temporal features, whereas the spatial
block learns the spatial features. To show the effectiveness of each block, we performed
experiments with and without spatial blocks. The results are shown in Table 5, which
highlights the importance of spatial blocks. Only the spectral-temporal block is not enough
to learn the discriminative features.

Table 5. Performance of the EEG_DMNet using different feature extraction blocks.

Performance Metrics (%)

Block Type
Acc Sen Spe F1 Score Pre
Spectral-Temporal 95.33 93.00 96.50 93.01 93.01
Spectral-Temporal + Spatial 97.70 96.54 98.27 96.54 96.54

4.3.5. The Impact of Scales

The proposed model uses different scales to learn the hierarchy of features at different
scales. The question is which number of scales is the best. To find the answer to this question,
we conducted experiments with different numbers of scales. The results of three different
choices are presented in Table 6. It is clear from the results that the three scales yield the best
performance. The three scales help the model to learn discriminative features at different
scales, which are important in discriminating different states of the subject.

Table 6. Performance of the EEG_DMNet using different numbers of scales.

Performance Metrics (%)

Data Type
Acc Sen Spe F1 Score Pre
Three Scales 97.70 96.54 98.27 96.54 96.54
Two Scales 96.92 95.39 97.69 95.37 95.37

Single Scale 89.24 83.87 91.93 83.93 84.03
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4.3.6. The Impact of RNN Layers

In addition, we investigated whether long-range dependencies play a role in learning
discriminative features. We performed many experiments by adding a sequence folding
layer after the input layer and the LSTM/BiLSTM/GRU layer before the classification
layer in the EEG_DMNet model. The experimental results showed that the BILSTM layer
is better than the LSTM and GRU layers. The results are shown in Table 7; it is shown
from the results that the EEG_DMNet without the LSTM/BiLSTM/GRU layer has the best
performance in terms of all metrics and has fewer learnable parameters. It indicates that
long-range dependencies in an EEG trial do not have a significant role in discriminating
the brain states as awake, tired, or drowsy.

Table 7. Performance of using LSTML, BiLSTM, and GRU in the EEG_DMNet.

Number of Learnable Performance Metrics (%)

Experiment
Parameters Acc Sen Spe F1 Score Pre
1 EEG_DMNet 43 M 97.70 96.54 98.27 96.54 96.54
2 EEG_DMNet + LSTM 32.8M 96.60 94.90 97.45 94.91 94.94
3 EEG_DMNet + BiLSTM 302 M 97.04 95.56 97.78 95.57 95.59
4 EEG_DMNet + GRU 222M 96.76 9514 97.57 95.17 95.22

4.4. Experiment Results

After determining the best hyper-parameter choices and selecting the best config-
uration of the EEG_DMNet model, we conducted experiments to examine the effect of
the driving time on the performance of the proposed model; we performed experiments
using the noon trials, night trials, and both trials with the EEG_DMNet model and 10-fold
cross-validation. The results are shown in Tables 8-10; it is clear from the results that the
noon trials had the best performance metrics in both trials and, finally, the night trials. This
is because during the day, the three states, awake, tired, or drowsy, are more discriminative,
i.e., a driver is either awake or feeling tired or drowsy. During the night time, the states are
not as discriminative as during the day time, and there is a possibility that these states are
very close to each other, causing difficulty for the system.

Table 8. Performance of the EEG_DMNet using only noon trials.

Performance Metrics (%)

Fold
Acc Sen Spe F1 Score Pre

1 97.32 95.98 97.99 95.00 96.03
2 97.16 95.74 97.87 95.72 95.75
3 97.79 96.69 98.35 96.70 96.72
4 97.01 95.51 97.75 95.48 95.50
5 98.11 97.16 98.58 97.16 97.16
6 97.79 96.69 98.35 96.69 96.69
7 97.08 95.63 97.81 95.61 95.62
8 97.79 96.69 98.35 96.68 96.68
9 96.61 94.92 97.46 94.91 94.91
10 97.95 96.93 98.46 96.94 96.97

Mean 97.46 + 0.49 96.19 £ 0.74 98.10+0.37  96.09 £ 0.83 96.20 + 0.74

Table 9. Performance of the EEG_DMNet using only night trials.

Performance Metrics (%)
Acc Sen Spe F1 Score Pre

1 97.49 96.24 98.12 96.23 96.24
2 97.31 95.97 97.98 95.97 96.00

Fold
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Table 9. Cont.

Performance Metrics (%)

Fold
Acc Sen Spe F1 Score Pre

3 96.95 95.43 97.72 95.41 95.41
4 96.42 94.62 97.31 94.62 94.61
5 97.31 95.97 97.98 95.95 95.98
6 97.49 96.24 98.12 96.24 96.25
7 96.77 95.16 97.58 95.13 95.16
8 96.06 94.09 97.04 94.09 94.10
9 95.52 93.28 96.64 93.23 93.22
10 97.65 96.48 98.24 96.47 96.52

Mean 96.90 + 0.70 95.35 £ 1.06 97.67 £ 0.53 95.33 £1.07  95.35 £ 1.08

Table 10. Performance of the EEG_DMNet using both noon and night trials.

Performance Metrics (%)

Fold
Acc Sen Spe F1 Score Pre

1 97.70 96.54 98.27 96.54 96.54
2 96.60 94.90 97.45 94.89 94.89
3 96.27 94.40 97.20 94.37 94.39
4 96.71 95.06 97.53 95.06 95.08
5 96.98 95.47 97.74 95.47 95.46
6 97.04 95.56 97.78 95.55 95.55
7 97.37 96.05 98.02 96.03 96.04
8 96.82 95.23 97.61 95.22 95.22
9 96.98 95.47 97.74 95.47 95.47
10 97.81 96.71 98.35 96.70 96.70

Mean 97.03 £0.48 95.54 £0.72 97.77 £0.36 95.53 £0.72 95.53 £ 0.72

4.5. Comparison with the State-of-the-Art Methods

We compared the EEG_DMNet model with the state-of-the-art methods that used the
same dataset. As shown in Table 11, the EEG_DMNet model outperforms the state-of-the-
art methods, with the highest performance metrics in detecting drivers” drowsiness based
on EEG signals.

Table 11. Comparison with the state-of-the-art models.

No. of No. of . Performance Metrics (%)
. Trial Length
Model Subjects  Channels ral Leng Acc Sen F1 Score Pre

1D-LBP by Orru et al. [19]—2020 23 17 8s 77.89 - - -
VIGNet by Ko et al. [38]—2020 23 17 8s 89.72 84.58 84.60 84.67
MSNN by Ko et al. [4]—2021 23 17 8s 81.62 72.43 7211 72.68

IFDM by Hwang et al. [34]—2021 8 17 8s 92.09 - - -

Multi-channel LSTM + ESDA by
Tang et al. [31]—2021 2 17 8s 9570 . il .
LPPCs+ R-SCM by

Chen et al. [21]—2022 23 17 8s 87.10 - 86.75 -

MATCN-GT by Jai et al. [28]—2023 23 17 8s 93.67 - - -
EEG_DMNet—only noon trials (ours) 97.46 96.19 96.09 96.20
EEG_DMNet—only night trials (ours) 23 4 8s 96.90 95.35 95.33 95.35
EEG_DMNet—both trials (ours) 97.03 95.54 95.53 95.53

So far, the state-of-the-art method that gives the best performance on the SEED-VIG
EEG dataset is the VIGNet model proposed by Ko et al. [38]. This method first computes
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the DE features from an EEG trial and then passes it to a deep CNN model (VIGNet). For
comparison with this model, we implemented this model and tested it using DE features
with 10-fold cross-validation. We obtained 89.72%, 84.58%, 92.29%, 84.67%, and 84.60%
for accuracy, sensitivity, specificity, precision, and F1 score, respectively. Additionally, we
implemented the MSNN by Ko et al. [4] and obtained 81.62%, 72.43%, 86.21%, 72.68%,
and 72.11% for accuracy, sensitivity, specificity, precision, and F1 score, respectively. We
could not obtain the same results as reported in the VIGNet and the MSNN; the difference
might be due to the implementation tool and the split of data for training, validation, and
testing. However, we implemented and tested it using the same environment, and the split
of data that was used for the EEG_DMNet model for a fair comparison. We employed a
Wilcoxon rank-sum test with alpha = 0.05 to statistically analyze the EEG_DMNet against
the VIGNet and MSNN and check whether the EEG_DMNet is statistically superior to its
comparator. Table 12 reports the p-values of the Wilcoxon test. It shows that the median of
the EEG_DMNet is greater than the VIGNet and MSNN at a 5% significance level, which
means that the EEG_DMNet is better than the VIGNet and MSNN, and the difference is
significant at a 5% significance level since p-values are less than alpha and h = 1. Thus, we
concluded that the EEG_DMNet is statistically superior to the VIGNet and MSNN.

Table 12. The Wilcoxon test p-values of the EEG_DMNet against the VIGNet and MSNN.

Model

p-Values of the Performance Metrics

Accuracy Sensitivity Specificity F1 Score Precision

VIGNet and EEG_DMNet (only 8.78 x 107>

noon trials).

VIGNet and EEG_DMNet (only

night trials).

h=1 888x10°h=1 878x10°h=1 913x10°h=1 9.13x10°h=1

849%x10°h=1 854x10°h=1 888x10°h=1 913x10°h=1 913x10°h=1

VIGNet and EEG_DMNet (both trials). 908x10°h=1 9.03x10°h=1 9.08x10°h=1 913x10°h=1 913x10°h=1

MSNN and EEG_DMNet (only

noon trials).

MSNN and EEG_DMNet (only

night trials).

883x10°h=1 888x10°h=1 883x105h=1 913x10°h=1 913x10°h=1

854%x10°h=1 854x10°h=1 893x10°h=1 913x10°h=1 913x105h=1

MSNN and EEG_DMNet (both trials). 913x10°h=1 9.03x10°h=1 913x10°h=1 913x10°h=1 913x10°h=1

Furthermore, we analyzed the complexity of the models and reported the results in
Table 13. As shown in the table, the EEG_DMNet parameter complexity is higher than the
VIGNet and the MSNN, which enhances its capacity to learn the discriminative features.

Table 13. Complexity comparison of the VIGNet, MNN, and EEG_DMNet.

Number of Learnable

Model Number of Layers Number of FLOPs
Parameters
VIGNet 10 5K 8K
MSNN 38 974K 235 M
EEG_DMNet (ours) 38 43M 2M

We analyzed the features extracted from the EEG_DMNet using t-Distributed Stochas-
tic Neighbor Embedding (t-SNE). Figure 2 illustrates the extracted features after plotting
using the t-SNE method for the VIGNet, the MSNN, and the EEG_DMNet. The blue points
represent the awake class, the red points represent the tired class, and the yellow points
represent the drowsy class. The figure shows that the VIGNet and the MSNN exhibit a
poor representation of clustering features since the awake class, tired class, and drowsy
class samples are mixed, and there is no clear boundary between them. In contrast, the
EEG_DMNet shows a better clustering effect. Also, in the figure, we can see that the
EEG_DMNet with the noon trials and both noon and night trials make a separate cluster
for each class. While the EEG_DMNet with the night trials make a separate cluster for
the drowsy class sample, the awake class and tired class samples are mixed, and there
is no clear boundary between them. The confusion matrices that are achieved by the
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VIGNet, MSNN, and EEG_DMNet are illustrated in Figure 3, which is consistent with the
distribution of the features plotted by t-SNE. In the figure, the EEG_DMNet is better than
the VIGNet and MSNN using noon trials, night trials, and both noon and night trials.
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Figure 2. t-SNE analysis of features learned by different models: (a) VIGNet; (b) MSNN;
(c) EEG_DMNet (noon trials); (d) EEG_DMNet (night trials); (¢) EEG_DMNet (both trials).
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Figure 3. The confusion matrices of different models: (a) VIGNet; (b) MSNN; (c) EEG_DMNet (noon
trials); (d) EEG_DMNet (night trials); (¢) EEG_DMNet (both trials).

5. Discussion

The experimental results showed that the EEG_DMNet learns discriminative features
relevant to drowsiness perfectly, as shown by clusters of the features when analyzed with
t-SNE. Also, it is statistically superior to the VIGNet and the MSNN when analyzed with
the Wilcoxon rank sum test. Furthermore, its parameter complexity is higher than that
of the VIGNet and MSNN, which enhances its capacity to learn discriminative features.
The analysis of the training and validation curves during the training process reveals that
there is no overfitting despite having a higher number of learnable parameters (shown in
Figure 4). In addition to that, the EEG_DMNet outperforms state-of-the-art methods that
use the same dataset and have the best performance metrics. It achieved performance with
an average accuracy of 97.46% and an average F1 score of 96.09% for the noon trials, 96.90%
and 95.33% for the night trials, and 97.03% and 95.53% for both trials. These findings
demonstrate that preprocessing the EEG signal using DE and employing the pyramid
architecture in the EEG_DMNet model contributed to achieving the best-proposed model
with the best results in detecting drivers” drowsiness based on EEG signals.
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Figure 4. Accuracy and loss of training and testing of the DMCNN.

6. Conclusions

Drowsy driving is one of the main factors of millions of deaths and injuries around
the world. An accurate detection method for drivers” drowsiness helps in decreasing the
side effects of this problem. An electroencephalogram (EEG) is one of the most common
ways to detect a driver’s drowsiness. Recently, deep learning, especially CNNs, has
outperformed traditional machine learning methods in many applications since it learns
the appropriate features from the data in an automatic way. However, the CNN extracts
features sequentially and disregards multi-scale spectral-temporal features, which can
cause a serious problem in EEG signal features. This paper proposed a solution to the
driver’s drowsiness detection problem by introducing a deep multi-scale CNN model
(EEG_DMNET), which exploited spatial-spectral-temporal features from EEG signals at
multiple scales for tackling the non-stationarity of EEG trials. The experimental results
showed that the proposed method learns discriminative features, outperforming the state-
of-the-art methods that used the same dataset and improving the generalization capability.
This method will be useful for detecting drowsiness and alerting drivers to prevent traffic
accidents caused by drowsiness accurately and in real time with immediate feedback.
Moreover, such Al-based techniques can be improved over time with more data and
easily integrated with other modalities, such as facial expressions and vehicle behavior.
Even though EEG requires physical sensors, the rapid advancements in sensor technology,
including wireless EEG headsets, enable Al to optimize data collection and processing
while improving accuracy and sensitivity. However, these devices still require further
enhancement to capture accurate signals, whereas the most commonly used EEG headsets
are uncomfortable for continuous use in real driving and are vulnerable to environmental
noise, such as vehicle/driver motion. Another challenge affecting such systems’ reliability
is the variability of EEG signals between individuals, especially with the scarcity of EEG
data, which necessitates ongoing research to address these issues and implement techniques
that can benefit from transferring knowledge from subject to subject. Considering these
issues, in our future work, we will evaluate the proposed model using the leave-one-subject
evaluation protocol, analyze the individual variations, and find the learning techniques to
overcome the issues due to individual variations.
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