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Abstract

:

Key aspects of communities of the Internet of Things (IoT) smart objects presenting social aspects are represented by trust and reputation relationships between the objects. Several trustworthiness models have been presented in the literature in the context of multi-smart object community that could be adopted in the IoT scenario; however, most of these approaches represent the different dimensions of trust using scalar measures, then integrating these measures in a global trustworthiness value. In this paper, we discuss the limitation of this approach in the IoT context, highlighting the necessity of modeling complex trust relationships that cannot be captured by a vector-based model, and we propose a new trust model in which the trust perceived by an object with respect to another object is modeled by a directed, weighted graph whose vertices are trust dimensions and whose arcs represent relationships between trust dimensions. By using this new model, we provide the IoT community with the possibility of representing also situations in which an object does not know a trust dimension, e.g., reliability, but it is able to derive it from another one, e.g., honesty. The introduced model can represent any trust structure of the type illustrated above, in which several trust dimensions are mutually dependent.
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1. Introduction


Nowadays the paradigm of smart object programming is evolving by integrating social aspects, deriving from the need that the objects interact with each other to execute interactive complex tasks, as providing and requesting services, negotiating contracts, etc. [1,2,3]. The necessity to represent social interactions between software entities naturally emerged in the cooperative smart objects field [4,5], which considers actors using sociality to implement collaborative behaviors. In this context, to enhance collaboration into communities of smart objects, several proposals have been presented [6]. In such a scenario, to deal with egoistic competitors (e.g., see the case of e-commerce), several proposals have been presented [7,8] having the specific purpose of providing the smart objects with specialized social features to better achieve their goals. In all the proposals above, the need emerges to effectively represent trustworthiness between the actors of the community. Such a requirement leads to realize trust-based models which address several aspects of the trust relationships. Trust-based models are generally designed to produce an improvement of the smart object performances, in particular when certain situations arises, as in the IoT, when smart objects are distributed in large networks and have to continuously share information with each other.



When two smart objects interact, the one acting as service requester is denoted as trustor, which acts as a service requester, whereas the other is denoted as the trustee, and provides e-services.



It is very important to remark that a trust relationship between two smart objects often involves several dimensions, where the term dimension means the particular viewpoint adopted to analyze the interaction. Some usual dimensions for representing trust are, for instance, competence, honesty, security, reliability, expertise, etc. These dimensions are subjective measures, whose values are computed by each smart object independently from the other ones. However, often we have the need to consider another dimension of the trust in which the whole smart object community assigns a trust value with respect to a given trustee. This dimension is denoted as the reputation of the trustee, and assumes a key role in those situations where a smart object x does not have sufficient knowledge about another smart object b, and then has the need to use b’s reputation.



Many trust and reputation models have been proposed in the past in the context of the multi-smart object community [9,10]. Most of these proposals take into account the multi-dimensional nature of trust by using scalar measures and integrating these measures into synthetic indicators of trustworthiness. We here highlight that an evident limitation in this approach is that it considers trust and reputation as simple scalar values, possibly collected into a trust vector. As an example, the trust of a smart object a for another smart object b could be represented by the vector   t r u s  t  a , b   =  [ h o n e s t y , r e l i a b i l i t y , e x p e r t i s e , … ]   . However, often the single elements of the trust vector are note-perceived by the smart object as independent from each other. It could be possible that a trust value, e.g., honesty, is perceived as derivable from another measure, e.g., reliability, since in some cases a smart object could think that a reliable partner should be considered also as honest, with a given degree of probability. To cover this situation, we propose in this paper a new model of trust and reputation for a community of social smart objects, in which the trust perceived by a smart object a with respect to another smart object b is not modeled as a vector of trust values, but instead using a directed, weighted graph whose nodes are trust dimensions (that we will denote as trust aspects) and whose edges represent relationships between trust dimensions. This way, we introduce the advantages of also representing situations in which a smart object does not know a trust dimension, e.g., honesty, but it is capable of deriving it from another dimension, e.g., reliability. The model introduced in this paper, called T-pattern, is designed to represent any type of situation described above, in which several different trust dimensions are mutually dependent. Our model is based on a formalism that recalls the logical rules. As an example, in order to represent the fact that the dimension   h o n e s t y   is derived from the dimension   r e l i a b i l i t y  , we use the rule   r e l i a b i l i t y  → z  h o n e s t y  . We highlight that, in our formalism, dimensions such as   r e l i a b i l i t y   and   h o n e s t y   are not logical literals, but instead represent real variables assuming values in the interval   [ 0 , 1 ]  , where 1 (resp. 0) means maximum (resp. minimum) trustworthiness and z is a real value allowing to quantify the value of the derived variable. This way, it is possible to derive the same trust variable simultaneously from many different trust variables, without the difficulty of solving a logic program, but simply by adjusting the z values. Moreover, we also introduce the notion of T-Pattern Network (TPN) as an integrated framework to represent both the trust and reputation values as well as the dependencies between trust dimensions for all the pairs of smart objects. This paper is devoted to only presenting the theoretical formalism of the T-Pattern model and network. In order to practically implement it, it is necessary to apply some inference techniques to derive the logical rules that could be represented, for instance, by neural networks, fuzzy logics, Bayesian approaches, and many other possible solutions. Here, we do not cover this aspect; that is a subject of our ongoing research.



This paper is organized as follows. In Section 2, we deal with some related work. In Section 3, we introduce the scenario we deal with as well as the architecture of our IoT community. In Section 4, we describe in detail our proposal, also giving a significant example of our T-pattern model, whereas Section 5 proposes a distributed architecture, called TPN, to automatically manage a Trust Pattern Network. Finally, in Section 6, we draw some conclusions and discuss our ongoing research.




2. Related Works


Trust is a basic component of almost social interactions independently from the real or virtual nature of the actors. For such a reason, modeling trust is crucial in a wide number of disciplines and, thanks to its multifaceted nature, several definitions of trust have been provided in the literature based on the specific aspect(s) attended to. Similarly, there exist different approaches to deal with the problem of modeling trust and reputation in multi-agent communities that have been designed in the past. A complete overview of this is behind our aims, but the interested reader may refer to the overwhelming literature on this area, like [11,12,13,14,15], for a deeper analysis.



With respect to our topics, from the viewpoint of logic, in [16], a set of appropriate logic rules about trust are defined in terms of epistemic and dynamic properties for deriving consequences. Consequently, information about trust can be exploited to take appropriate decisions. Another proposal, at a high level of abstraction, can be found in [17], where a logical language, named Trust Computation Tree logic (TCTL), extends the Computation Tree Logic (CTL) [18], a temporal logic for a branching-time model checking able to represent trust. In addition, recently the authors of [19] proposed   T C T  L G    to quantify the relationships occurring between agents by adopting a logical language able to represent the quantitative aspect of trust and develop a symbolic model checking algorithm. The T-patterns model differs from the logical approaches mentioned above because it adopts a formalism that seems similar to the deductive formalism of logic programs but, unlike them, it does not rely on logical predicates. In fact, it exploits a kind of quantification of the strength of rules, which is particularly suitable when trust assessment is to be expressed.



Machine learning techniques are often adopted in complex applications within an increasing number of domains. However, the opaque nature of such techniques can sometimes make it difficult to develop in counterparts a rational confidence and an adequate level of acceptance in the results they provide, notwithstanding their effectiveness [20]. Several approaches in the field of trust evaluation funded on machine learning techniques have been proposed in the literature, and some in-depth studies on such approaches are analyzed in [18,21,22,23]. In such a scenario, we note that the general multi-agent architecture for automatically learning knowledge encapsulated in T-models is compatible with different learning mechanisms described in the survey referenced above. Therefore, subject to the above considerations, the model proposed by T-patterns is also suitable to conveniently support machine learning techniques.



Among the various artificial intelligence techniques that could potentially be used to develop our model, and in particular to be used in the automatic construction of T models, the connectionist approach seems to be promising. In detail, the use of logic neural networks would enable knowledge extraction from T-patterns via simple logical rules of type if-then [24,25], thus also overcoming the opacity aspects that characterize machine learning techniques.



With regard to the applications of trust-based approaches in the field of multi-agent systems (MASs), they have found increasing application over the years and, in particular, in the field of collaborative agents. In the context of trust and collaborative agents, there are several interesting applications of the Internet of Things (IoT) [12,26,27] among which [28] is notable. This study, as part of an MAS, uses a competitive approach in the context of non-cooperative games to optimize the formation of groups of agents that asymptotically maximize social capital with respect to the agents’ trustworthiness. The calculated solution to the above problem complies with the Nash equilibrium. Another application was proposed in [10], in which case a social IoT MAS faces attacks aimed at undermining the trust relationships that have been established in the IoT community. To this end, a trust management model has been developed that is resilient to the types of attacks considered by the authors and capable of marginalizing malicious IoT nodes. Although not explicitly agent-based, the approach proposed in [29] is intrinsically MAS compatible. Here, to address the weaknesses of existing approaches in correctly estimating trustworthiness, taking into account malicious behaviors and dynamic context changes, a general trust model is proposed that can consider competence, willingness, and social relationship in SIoT via two specific functions, Degree of Importance (DoI) and Degree of Contribution (DoC), to calculate competence and helpfulness of actors.



In [30], the authors propose a trust evaluation scheme for federated learning in DTMN, which takes direct trust evidence and recommended trust information into account. In [31], a novel trust cascading-based emergency message dissemination (TCEMD) model is proposed, which incorporates the entity-oriented trust values into data-oriented trust evaluation in an efficient manner.



Other applications of trust-based approaches for MAS embrace a very large number of areas, including, for example, the following: (i) in the field of transportation, to increase the safety of autonomous vehicles at intersections [32] or the exchange of reliable information between smart vehicles [33]; (ii) in different markets such as, for example, analyzing the influence of trust on market functioning in the market for energy [34] or for perishable goods, where there is no quality indicator and quantities can vary significantly [35]; (iii) manage, for various purposes, social networks of agents using a trust and reputation-based overlay layer referring to the relationships between users, the evolution of their reputations over time [36], and the similarity of their interests for increased resilience of the social network to malicious activities and tampering that can ensure reliable transactions [37] and communications [38].



Another important aspect of a trust-based approach is that of privacy protection. In [39], a novel Privacy-Preserving Reputation-Updating scheme for cloud-assisted vehicular networks is proposed, based on the Elliptic Curve Cryptography (ECC) and Paillier algorithms, in which the reputation feedbacks are collected and preprocessed by the honest-but-curious Cloud Service Provider (CSP) in a privacy-preserving manner, and the computation and communication overheads on the TA side can be dramatically reduced. In [40], the authors propose a novel privacy-preserving trust management (PPTM) scheme for emergency message dissemination in SAGIVNs. The proposed scheme can realize precise trust management and strong conditional privacy preservation simultaneously with low communication overhead and can provide strong applicability, strong robustness, and multiple other attractive features.



In summary, some related scientific contributions that for different reasons are close to T-Patterns have been presented here. Compared to them, T-Patterns are able to model trust and reputation, also considering the causal implications existing between the various possible dimensions of trust, in much more complex scenarios than can be modeled through simple trust arrays.




3. The IoT Social Scenario


In this paper, we consider smart objects as IoT devices operating on behalf of a human being. We introduce a set S of smart objects—the reader may refer to Table 1 for the list of all the symbols used in this paper—capable of interacting with each other, thus constituting a social community. We also introduce trust aspects as follows:




	
Expertise, which represents the capability of a smart object to give expert opinions in a specific domain. In other words, different know-how related to different domains can be used as trust aspects. For instance, in an e-commerce scenario, we could denote as   e  f i n a n c i a l    the expertise of a smart object to give opinions about finance;



	
Honesty as the capability of the SO to provide a truthful behavior, i.e., how much it is not fraudulent or misleading;



	
Security as the honesty of an SO in describing how much the smart object confidentially manages private data and does not allow unauthorized access to them;



	
Reliability represents a measure of the reliability of the services provided by the SO. In other words, reliability represents the degree of reliance that can be placed on the services provided by the smart object, including effectiveness and efficiency.








Now, we denote as   K = 〈  k 1  ,  k 2  , … ,  k n  〉   a set of n trust aspects associated with the set of smart objects S, where the elements    k 1  ,  k 2  , ⋯ ,  k n    represent the names of the trust aspects. Moreover, in order to represent how the smart objects quantitatively evaluate the trust aspects contained in K, we introduce the notion confidence in a trust aspect. We characterize such confidence with respect to a group of smart objects denoted as  Ω  which, in a particular case, can coincide with the entire smart object community.



The confidence that a smart object   s 1   has in a trust aspect    k *  ∈ K   of a smart object   s 2   with respect to the group  Ω , that we denote as    γ   s 1  ,  s 2  , Ω    (  k *  )   , represents the trust that the smart object   s 1   assigns to the trust aspect   k *   of the smart object   s 2   in the context of the group  Ω . The confidence can be either (i) a real value belonging to the interval   [ 0 , 1 ]  , where    γ   s 1  ,  s 2  , Ω    (  k *  )  = 1   (resp.    γ   s 1  ,  s 2  , Ω    (  k *  )  = 0  ) means maximum (resp. minimum) trust, or (ii) the value   n u l l   if that confidence has not been yet evaluated.



The confidence that a group  Ω  (which can coincide with the whole social community) has in a trust aspect   k *   of a smart object   s 1  , that we denote as    γ   s 1  ,  s 1  , Ω    (  k *  )   , represents the group reputation that the group  Ω  assigns to the trust aspect   k *   of the smart object   s 1  , and it is either a real value belonging to the interval   [ 0 , 1 ]  , where    γ   s 1  ,  s 1  , Ω    (  k *  )  = 1   (resp.    γ   s 1  ,  s 1  , Ω    (  k *  )  = 0  ) means maximum (resp. minimum) reputation or (ii) the value   n u l l   if that confidence has not been yet evaluated. If the group  Ω  includes all the smart objects of the community S, we call    γ   s 1  ,  s 1  , S    (  k *  )   community reputation of the smart object S with respect to the trust aspect   k *  .




4. The T-Pattern Model


A T-pattern is defined as a tuple   p = 〈  s 1  ,  s 2  , Ω ,  N K  〉  , where (i)   N K   is a network (i.e., a weighted directed graph) representing some trust relationships, associated with the ordered pair   〈  s 1  ,  s 2  〉  , involving the trust aspects contained in K and (ii)  Ω  is a set of smart objects (a group) in the context of which the trust aspects are evaluated.



Note that we also consider the possibility to have a global T-pattern, which is a tuple   〈  s 1  ,  s 1  , Ω ,  N K  〉  ; therefore, a global T-pattern is characterized by a single smart object by means of the global evaluations expressed by the whole group  Γ  (as a special case, by the whole smart object community), whereas in the other cases, where    s 1  ≠  s 2   , we have a peer-to-peer T-Pattern (P2P T-pattern for short), characterizing how a smart object   s 1   trusts another smart object   s 2  .



The   N K   network contained in a T-pattern   p = 〈  s 1  ,  s 2  , Ω ,  N K  〉   represents how the smart object   s 1   perceives the relationships existing among the trust aspects with respect to the smart object   s 2   and in the context of a group  Ω . Formally    N K  =  〈 Q , E 〉    is a network composed of a set of trust aspects   Q ⊂ K   and a set of edges E, whereas each edge   e = 〈  k 1  ,  k 2  , Ω , z 〉   is an ordered tuple such that    k 1  ,  k 2  ∈ Q   are two trust aspects,  Ω  is a group and z is a real number, belonging to the interval   [ 0 , 1 ]  . In the case    s 2  ≠  s 1   , i.e., in the case of a P2P T-pattern, the value z represents how the smart object   s 1   perceives the relationship between the trust aspects   k 1   and   k 2  , with respect to the smart object   s 2  :


  z =    γ   s 1  ,  s 2  , Ω    (  k 1  )     γ   s 1  ,  s 2  , Ω    (  k 2  )     



(1)







Therefore, we can derive    γ   s 1  ,  s 2  , Ω    (  k 1  )    as   z ·  γ   s 1  ,  s 2  , Ω    (  k 2  )   . For instance, if   k 1   is the trust aspect reliability and   k 2   is the trust aspect honesty, the arc   〈  k 1  ,  k 2  , 0.7 〉   means that the confidence in the honesty of   k 2   is evaluated by   k 1   as the 70 percent of the confidence assigned of the reliability of   k 2  .



In the case    s 2  =  s 1   , i.e., in the case of a global T-pattern, z represents how the whole group (as a particular case, the whole social community) perceives the relationship between the trust aspects   k 1   and   k 2  , with respect to the smart object   s 1  . The value of z is also in this case equal to the ratio     γ   s 1  ,  s 1  , Ω    (  k 1  )     γ   s 1  ,  s 1  , Ω    (  k 2  )    .



Derivation rule (DR). On the basis of the previous considerations, each arc   e = 〈  k 1  ,  k 2  , Ω , z 〉   of the   N K   network of a P2P T-pattern means that    γ   s 1  ,  s 2  , Ω    (  k 1  )  = z ·  γ   s 1  ,  s 2  , Ω    (  k 2  )   . We call such a type of rule a derivation rule and we also denote it by the following formalism:


   k 1   → z   k 2   



(2)







Assignment rule (AR). Moreover, we define another type of rule, called assignment rule, that assigns to the confidence    γ   k 1  ,  k 2  , Ω    ( s )    a given value   v ∈ [ 0 , 1 ] ∪ { n u l l }   and we denote it by the following formalism:


  v → s  



(3)







z-assignment (ZR). Finally, we define a third type of rule, called z-assignment, that assigns to the value z of an edge e, a value c belonging to the interval   [ 0 , 1 ]  , denoting it by the following:


  c → z  



(4)







For the global T-Pattern, we have a completely identical formalism to indicate that    γ  s , s , Ω    (  k 1  )  = z ·  γ  s , s , Ω    (  k 2  )   .



4.1. Automatic Rules Application


The three rules described above can be applied automatically as follows:




	
Each time the confidence    γ   s 1  ,  s 2  , Ω    ( k )    (resp.    γ  s , s , Ω    ( k )    in the case the T-pattern is associated with an auto-edge) of a trust aspect k has been updated (in consequence of the application of the AR rule (3) or by side effect of other updates), automatically the DR rule (2) is applied to each edge outgoing from the node associated with k in the network   N K  , and the update is propagated to each other node outgoing from the now updated nodes, except for the node k.



	
For all the edges   e = 〈 k ,  k *  , Ω , z 〉   incoming in the node   k *  , the ZR rule (4) is automatically applied such that z will be updated by using a value   c =    γ   s 1  ,  s 2  , Ω    ( k )     γ   s 1  ,  s 2  , Ω    (  k *  )     .



	
Each time the ZR rule (4) is applied to update the value z of an edge e, it is automatically applied to the DR rule (2) to the final node of the edge e, and such an update is propagated to each other node outgoing from the updated nodes, except for the initial node of the arc e.









4.2. T-Pattern Network


A T-Pattern Network (TPN for short) is defined as a tuple   〈 S , G , K , Γ , P 〉  , where S is a set of smart objects, G is a set of groups (   G 1  ,  G 2  , … ,  G n   ), K is a set of trust aspects,  Γ  is a mapping that maps each confidence   γ   s 1  ,  s 2  , Ω    with a value belonging in   [ 0 , 1 ] ∪ n u l l  , and P is a set of T-patterns on K, such that there do not exist two T-patterns belonging to P associated with the same ordered triplet   (  s 1  ,  s 2  , Ω )  .



Since a T-pattern can be viewed as an edge between two smart objects, a TPN can be considered as a network where the nodes are smart objects and the edges are defined by the T-patterns of P, each edge weighted by the pair   ( Γ ,  G K  )   associated with the corresponding T-pattern. The mechanisms of automatic rule activation described above guarantee the consistence of all the T-patterns with the confidence ( Γ ) mapping.




4.3. Practical Example


In order to give an overview of the practical application of the formalism introduced in the above section, let us consider Figure 1, where two smart objects are depicted.



The two smart objects, denoted as   s 1   and   s 2  , respectively, live in a multi-smart object community represented by the tuple   〈 S , K , γ , G , P 〉  , where



	
  S = {  s 1  ,  s 2  }   is the set of smart objects;



	
  G = ∅  ; in this example, we do not consider any group;



	
  K = { r e l , h o n , s e c , e x p }   is a set of trust aspects representing reliability (  r e l  ), honesty (  h o n  ), security (  s e c  ), and expertise (  e x p  );



	
 γ  is a mapping representing the confidence values of each smart object with respect to the other smart objects. In this example, we suppose that all the values contained in  γ  are equal to null; in other words, we depict an initial situation with no knowledge about the mutual trustworthiness of the smart objects. Moreover, we have omitted, for simplicity, indicating the group  Ω , since in this case, the unique group is represented by the whole community.



	
P is a set containing two T-patterns, graphically depicted by the two arcs   <  s 1  ,  s 2  ,  N   s 1  ,  s 2    >   and   <  s 2  ,  s 1  ,  N   s 2  ,  s 1    >  , respectively, representing the a priori knowledge we have about how the two smart objects perceive the trustworthiness.






The network   N   s 1  ,  s 2     (upper part of Figure 1) informs us that the smart object   s 1   derives the honesty of   s 2   from the reliability by using the derivation rule   r e l  →  0.7   h o n   (represented by the number   0.7   in the upper part of Figure 1). In other words, if   s 1   knows the reliability of   s 2  , it automatically trusts the honesty of   s 2   as a percentage of the reliability equal to the 70 percent. Therefore, the smart object   s 1   sufficiently believes the honesty of   s 2  , even in cases where it has not directly experienced such honesty, provided that the reliability of   s 2   has been verified.



The network   N   s 1  ,  s 2     (upper part of Figure 1) also informs us that the smart object   s 1   derives the security of   s 2   from the honesty by using the derivation rule   h o n  →  0.9   s e c  , represented by the number   0.9   in the upper part of Figure 1. In other words, when   s 1   has verified the honesty of   s 2  , it is also almost sure of its security.



In the initial situation of the confidence values represented by the mapping  γ , no information is available and therefore no information can be derived from the derivation rules that can be applied only when some confidence values will be directly derived from the smart objects.



Finally, the meaning of the the network   N   s 2  ,  s 1     (lower part of Figure 1) is analogously represented by the following derivation rules (represented by all the numbers in the lower part of Figure 1):


  r e l  →  0.7   h o n ;  h o n  →  0.9   s e c  



(5)






  h o n  →  0.6   e x p ;  e x p  →  0.8   r e l  



(6)









5. The T-Pattern Architecture (TPA) to Automatically Manage a TPN


In this section, we describe a multi-SO architecture, called T-Pattern Architecture (TPA) and depicted in Figure 2, capable of managing a T-Pattern Network   N E T = 〈 S , G , K , γ , P 〉  , deriving the information needed to update the T-patterns by observing the smart object behavior.



The TPA is distributed on three logical levels, namely:




	
A smart object level, composed of ntrust manager smart objects    t  m 1  , t  m 2  , … , t  m n   , where each   t  m i    is associated with the corresponding smart object    s i  ∈ S   of   N E T   and is capable of updating the trust patterns associated with all the edges outgoing from   s i   in   N E T  . The trust manager   t  m i    will apply some inferential technique to automatically construct and update the trust pattern;



	
A group level, composed of lgroup manager smart objects    g  m 1  , g  m 2  , … , g  m l   , where each   g  m i    is associated with the corresponding group    Ω i  ∈ G   of   N E T   and is capable of computing the group reputation    γ  s , s ,  Ω i     ( t )    for all the smart objects   s ∈  Ω i    and for all the trust aspects   k ∈ K  , by applying the automated rules described in Section 4.1 considering only the smart objects   s ∈  Ω i   ;



	
A community level, composed from a community manager smart object   C M  , capable of computing the community reputation    γ  s , s , S    ( t )    for all the smart objects   s ∈ S   and for all the trust aspects   k ∈ K   by applying the automated rules described in Section 4.1 considering all the smart objects   s ∈ S  .








Computational Evaluation


As we have higlighted in the previous section, a T-pattern can be viewed as an edge between two smart objects, and then a TPN can be considered as a network where the nodes are smart objects and the edges are defined by the T-patterns of the set P, each edge weighted by the pair   ( Γ ,  G K  )   associated with the corresponding T-pattern. The construction of a T-Pattern Network then requires a time cost that linearly depends on the cardinality   | P |   of the set P of the T-patterns. Each T-pattern can have a maximum of    | K |  2   arcs, where K is the number of possible trust aspects, therefore the time computational complexity for the updating activity of each trust manager (associated with each smart object) is   O ( | P | · | K  | 2  )  . The distributed architecture of the TPN allows one to efficiently manage the network updating. Indeed, each group manager   g  m i    exploits the work produced by the trust managers associated with the smart objects of its group   Ω i  , and therefore the time computational complexity for the updating activity is simply   O ( |  Ω i  | )  . Analogously, the time complexity for the updating activity of the community manager   C M   is   O | S |  .





6. Conclusions


In this work, we have dealt with the problem of representing mutual trust among a community of smart objects. We have designed a model capable of maintaining trust information by a weighted graph in which nodes are trust dimensions and whose edges represent relationships between trust dimensions. The key point of the proposed model is represented by the scenario in which a smart object does not know a trust dimension. In this case, by the proposed model, it will be possible to derive it from another dimension. We have formalized the notion of T-Pattern Network (TPN), as an integrated framework capable of representing trust and reputation in a community of smart objects. The T-pattern Network also enables the representation of the dependencies between trust dimensions for all the pairs of smart objects.



Finally, we are working on developing suitable mechanisms to build trust patterns, as well as to compute group-level reputation and community reputation starting by the trust patterns. Moreover, it is important to highlight the necessity to deal with privacy protection issues when applying trust patterns in an IoT context. Indeed, trust patterns include aspects revealing information about the use of smart objects that could be perceived as sensible by human users. We are planning to address this issue in our future work.
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