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Abstract

:

The symmetry of neuron discharging has some relationship with the electrophysiological characteristics and dynamic behavior of a neuron, and has a close relation with the symmetry of ion channels, current balance, neuron type, synaptic transmission, and network effects. Among them, the feedback and interactions in the network have a particularly direct impact on the symmetrical discharge of a neuron element. This work introduces a memristor as a synapse into a neuron cell, taking the membrane potential back to ion channels, and therefore various symmetric firing behaviors of Hindmarsh–Rose (HR) neurons are observed, including chaos and various periodic firings. By further adjusting the feedback, coexisting symmetrical discharge of the neuron is achieved. Furthermore, the impact of frequency variations on the memristor synapse is analyzed, and thus the operating regimes of memristor and resistor are classified and discussed. Circuit simulations prove the neural chaotic firings along with their symmetrized discharging processes, demonstrating the effectiveness of symmetrical control of chaotic discharge. Finally, applying the symmetrical system to DNA image encryption can effectively protect the security of images.






Keywords:


symmetrization; attractor doubling; firing patterns; image encryption












1. Introduction


The brain’s activity is closely associated with the dynamic behavior of neurons and neuronal networks [1,2,3]. The electrical interactions among neurons commonly exhibit intricate and complex chaotic dynamics [4,5,6]. Exploring and studying the chaotic dynamics of neuron systems contribute to a further understanding of the mechanisms underlying neuronal diseases [7,8,9]. The brain, a labyrinth of interconnected neurons numbering in the billions, is woven together by synapses, creating an expansive and elaborate neural network. These synapses both establish physical connections within the network and serve as conduits for the vital transmission of information between neurons. Synapses include both the synapses between neurons and the synapses within individual neurons. Synapses between neurons act as bridges connecting two neurons and facilitate the transmission of information. A memristor [10,11,12], recognized as the fourth fundamental electronic component alongside resistor, capacitor, and inductor, exhibits a unique characteristic: its resistance varies in response to the charge passing through it and maintains this resistance state even after the current ceases. Due to its synaptic plasticity biomimetic properties, the memristor can emulate the functions of neural synapses and effectively simulate the complex dynamic characteristics of biological neural systems [13,14]. Memristive synapses are characterized by their plasticity, as their resistance can be altered upon receiving input signals. This plasticity enables memristive synapses to store and process information, akin to the synaptic plasticity observed in biological neurons. By adjusting the resistance values within memristors, connections between neurons can be strengthened or weakened, thereby influencing the behavior and learning processes of neural networks. This plasticity is an essential feature of memristors as fundamental components in artificial intelligence and neuromorphic computing. Compared with traditional resistor synapses, memristors, when they are used to simulate neural networks modeling biological synapses between neurons, not only offer adjustable weights but also generate more complex dynamic behaviors, such as synchronous oscillations and chaotic phenomena. Using memristors as neuronal synapses, researchers have developed various types of memristive neuron models building upon traditional neuron models [15,16,17]. For instance, utilizing a local active memristor model, the synaptic connection between 2D-HR and 2D-FHN neurons was simulated by Li, leading to the creation of a dual-neuron model with memristive synaptic coupling. The outcomes revealed a coexistence of periodic and chaotic burst firing patterns, alongside the simultaneous presence of two periodic firing patterns characterized by distinct topological structures. The phase synchronization of neurons coupled through memristor synapses was also discussed [18]. Compared with the previously proposed memristive neuron systems [19,20,21], the memristive HR system designed in this paper can realize the control of the amount of spiking by altering the synaptic strength of the memristor. This system can achieve single-spike, two-spike, three-spike, four-spike, and chaotic firing, respectively.



The action potential of a neuron can be divided into four phases: polarization [22], depolarization [23], repolarization [24], and hyperpolarization [25]. When excitatory neurotransmitters cause the opening of sodium channels in the receiving neuron, the influx of sodium ions leads to an increase in positive charge inside the neuron, resulting in depolarization, and the membrane potential abruptly rises to a positive level. On the other hand, the transmission of inhibitory neurotransmitters causes the opening of potassium and chloride channels in the receiving neuron. The efflux of potassium ions and influx of chloride ions lead to an increase in negative charge inside the neuron, resulting in hyperpolarization, and the membrane potential decreases to a negative level, as shown in Figure 1. In the electrical activity of neurons, the phenomenon of multistability is often observed, representing an important characteristic of neural networks and simultaneously reflecting the diversity inherent in the brain [26,27]. Electrophysiological experiments indicate the presence of multistability in the discharge activity of biological neurons [28,29]. For instance, studies suggest that neural networks with multistability features can simulate human multistable visual effects by switching between different attractors [30]. Therefore, exploring the characteristics of multistability not only enhances our comprehension of its role in brain information processing but also provides a valuable avenue for deeper investigation into the intricacies of brain function. The modulation of neuronal membrane potential predominantly hinges on the activity of ion channels, which regulate their opening and closing dynamics. The symmetry of certain ion channels may lead to a symmetric variation in membrane potential during excitatory and inhibitory phases, resulting in depolarization and hyperpolarization processes. The organization and functionality of neurons exhibit a considerable amount of symmetry, as illustrated in Figure 2. Therefore, symmetry plays a significant role in the study of neurons. In this work, the technology of attractor doubling [31] is utilized to construct coexisting attractors, simulating the states of neurons during excitatory and inhibitory phases, where the membrane potential undergoes depolarization and hyperpolarization processes, exhibiting symmetry over time. This provides a new avenue for further exploration of the diversity and symmetry within the brain itself.



Image encryption integrates research from fields such as image communication, image processing, and cryptography, representing a new development in information security within the era of AI. Chaos possesses many desirable characteristics such as sensitivity to initial parameter values, unpredictability of trajectories, and topological transitivity. Sequences generated by chaotic mappings are pseudo-random and can be used as random sequences, indicating that chaotic mappings with good chaotic behavior serve as excellent random number generators suitable for image encryption applications. Gradually, some scholars have combined chaotic mappings with image encryption, proposing chaos-based image encryption algorithms [32,33]. This paper proposes a structural design for a three-dimensional memristive HR neuron system, integrating it with a DNA encryption algorithm. It then subjects the output chaotic sequence to NIST and TestU01 testing showing its randomness, and identifying the algorithm’s speed and security. The proposed chaotic system exhibits features such as faster speed and enhanced security.



This paper brings to light several significant findings, including:




	
A memristor is introduced into the HR neuron for firing generation, which includes four phenomena: single-spike firing, two-spike firing, three-spike firing, four-spike firing, and chaotic firing, depending on the varying intensity of synaptic strength. The impact of frequency variations on the memristor synapse is analyzed, and the memristor and resistor operating regimes are analyzed;



	
Attractor doubling is implemented independently in the x-dimension and x-y-dimension, leading to the formation of unique coexisting attractors and pseudo-multi-vortex attractors. The discharging states of neurons are simulated when neurons are in the depolarization and hyperpolarization phases through the method of attractor doubling;



	
The symmetric chaotic system designed is applied in chaotic encryption, yielding excellent confidentiality effects.








The subsequent sections of this article are structured in the following manner: In Section 2, a model of a memristor is introduced and incorporated into the HR neuron, creating the memristive HR neuron model. In Section 3, the impact of varying intensities of synaptic strength on the firing behavior of the HR neuron is analyzed. In Section 4, an analysis is conducted on the changes in system dynamics following attractor doubling. In Section 5, circuit simulations are performed using Multisim to validate the accuracy of the theoretical research. In Section 6, the designed symmetrical system is applied to image encryption and the confidentiality effectiveness is analyzed.




2. Model of the Memristive HR Neuron and the Synaptic Plasticity


The plasticity of memristive synapses refers to their ability to adjust resistance in response to variations in external input signal parameters such as frequency, intensity, and duration. This plasticity enables memristive synapses to emulate the learning and memory processes observed in biological neural systems. By modulating the voltage signals applied to the input terminals of memristive synapses, changes in synaptic resistance can be induced, thereby impacting the connectivity and functionality of neural networks. Similar to the plasticity observed in biological neural synapses, the plasticity of memristive synapses provides a flexible and effective mechanism for artificial neural networks to simulate and implement intelligent behaviors such as learning, adaptation, and memory.



The HR neuron model was proposed in 1984 by Hindmarsh and Rose, based on extensive data from voltage-clamp experiments on snail neurons [34]. The model aims to describe the excitability and firing behavior of neurons and can replicate various dynamic characteristics of biological neurons, such as periodic firing, chaotic behavior, and transitions between excited states. The model is as follows:


   {     x ˙  = y − a  x 3  + b  x 2  + I      y ˙  = c − d  x 2  − y      



(1)




where x symbolizes the membrane potential, y denotes the recovery variable, and I is the external direct current stimulus. Constants a, b, c, and d hold specific values.



Introducing a memristor into two-dimensional HR neurons, the newly constructed memristive neural system is shown as follows:


   {     x ˙  = y − a  x 3  + b  x 2  + I − k ( 0.5 − 2 tanh ( z ) ) x      y ˙  = c − d  x 2  − y      z ˙  = 0.5 x − 0.1 z      



(2)




where parameter k is the synaptic strength. For instance, when a = 1, b = 3, c = 1, d = 5, I = 0, and k = 1, with an initial condition IC of (0.1, 0.1, 0.1), the system manifests chaotic behavior, as depicted in Figure 3. The system has no equilibria. The Lyapunov exponents of this attractor are (0.0442, 0, −3.8438), and its Kaplan–Yorke dimension is 2.0115.



Introducing the frequency of system variables into the system (2), Equation (3) is obtained. Figure 4 illustrates the bifurcation diagram and Lyapunov exponents across the range of f, spanning from 0 to 5. When f is in the intervals (0, 0.84) and (3.15, 3.5), the system is in a period-1 state. In the interval (0.84, 2.05), the system exhibits chaotic behavior. For f in the range (2.05, 2.23), the system is in a period-4 state, and for f in the interval (2.23, 3.15), the system is in a period-2 state. The phase trajectories for different values of f are illustrated in Figure 5. The system’s state with varying frequency f is shown in Table 1. Simultaneously, by observing Figure 4 and Figure 5, it is evident that as the frequency increases, the system’s nonlinear feedback weakens, while the linear feedback strengthens.


   {     x ˙  = f ( y − a  x 3  + b  x 2  + I − k ( 0.5 − 2 tanh ( z ) ) x )      y ˙  = f ( c − d  x 2  − y )      z ˙  = 0.5 x − 0.1 z      



(3)








3. The Impact of Synaptic Coupling Strength


Under different electrophysiological stimulations, synaptic function activation can cause self-adaptation, thereby developing synaptic plasticity in biological neurons [35,36,37]. In fact, controllability and effective energy exchanging imply that coupling strength should be controllable to effectively absorb external energy. The synaptic coupling strength is represented by k in Equation (2). When the synaptic coupling strength is altered, the firing behavior of the neuron is affected.



The parameters are held constant as follows: a = 1, b = 3, c = 1, and d = 5. Initial conditions are specified as (0.1, 0.1, 0.1). The control parameter for synaptic coupling strength, denoted as k, varies within the range [0, 1.4]. Figure 6 presents the bifurcation diagram and the Lyapunov exponents. When k is varied in (0.65, 1.1), the positive value of the maximum Lyapunov exponent signifies the chaotic state of the system, aligning with the observations from the bifurcation diagram. Specifically, as the synaptic strength varies, alterations occur in the firing patterns of the system. When k = 0.1, as depicted in Figure 7a, the single-spike firing phenomenon is exhibited. When k = 0.4, as illustrated in Figure 7b, a two-spike firing pattern emerges. When k = 0.6, as shown in Figure 7c, a four-spike firing pattern emerges. When k = 1, as shown in Figure 7d, chaotic firing patterns are observed. When k = 1.1, as seen in Figure 7e, a three-spike firing phenomenon is presented. Finally, when k = 2, as displayed in Figure 7f, a single-spike firing is exhibited.




4. Dynamic Symmetrization


The introduction of the offset function makes the chaotic attractor shifted in phase space. Since |x| − e = |−x| − e, the absolute value function can increase the number of attractors. In order to ensure the dynamical characteristics of the chaotic attractors in the negative-x region remain consistent with those in the positive-x region, the signum function needs to be introduced for polarity balance. Therefore, it enables attractor doubling. Let   x → | x | − e   and introduce sgn(x) to the first dimension, and system (2) can be modified to:


   {     x ˙  = sgn ( x ) ( y − a   ( | x | − e )  3  + b   ( | x | − e )  2  + I − ( 0.5 − 2 tanh ( z ) ) ( | x | − e ) )      y ˙  = c − d   ( | x | − e )  2  − y      z ˙  = 0.5 ( | x | − e ) − 0.1 z      



(4)







When the offset distance e is large, the two coexisting attractors are further apart from each other. A smaller e brings the two attractors closer together. When e is sufficiently small, less than or equal to 1.4, the two coexisting attractors get merged. From Figure 8b, it can be observed that the density of phase trajectories in the positive and negative half-spaces is unbalanced, indicating that this attractor is actually a pseudo-double-scroll attractor. After attractor doubling, the system has an equilibrium point (0, 1 − 5e2, −5e). When a = 1, b = 3, c = 1, d = 5, I = 0, e = 1.4, IC = (0.1, 0.1, 0.1), a pseudo-multi-scroll attractor is generated, as shown in Figure 8a, and the membrane potential at this time is shown in Figure 8b. When e = 2, the pseudo-multi-vortex attractors separate and generate two independent attractors, as shown in Figure 8c, and the membrane potential at this time is shown as Figure 8d, where the green waveform represents the polarization state of neuron discharge, and the yellow waveform represents the hyperpolarization state of neuron discharge.



Attractor doubling can also be simultaneously achieved in x-y dimensions. At this point, two offset boosting knobs m and n are required. The system can be transformed into:


   {     x ˙  = sgn ( x ) ( ( | y | − f ) − a   ( | x | − e )  3  + b   ( | x | − e )  2  + I − ( 0.5 − 2 tanh ( z ) ) ( | x | − e ) )      y ˙  = sgn ( y ) ( c − d   ( | x | − e )  2  − ( | y | − f ) )      z ˙  = 0.5 ( | x | − e ) − 0.1 z      



(5)







After attractor doubling, the system has the equilibrium point (0, 0, −5e). In the x and y dimensions, the newly introduced signum functions, in conjunction with two offset boosting parameters, collectively contribute to the formation of a pseudo-four-scroll attractor. Reducing parameter e induces the connection of attractors along the x dimension, yielding two pseudo-double-scroll attractors. Similarly, a decrease in parameter f facilitates the linking of the two pseudo-double-scroll attractors, culminating in a pseudo-four-scroll attractor, exemplified in Figure 9a. The corresponding waveforms are shown in Figure 9d–f. The phenomenon of attractor doubling hinges on restructuring the system. By incorporating two signum functions and two offset boosters, it becomes possible to engender up to four concurrent attractors, as depicted in Figure 9c. To generate more coexisting attractors, it is necessary to repetitively introduce signum functions and substitute absolute value functions.




5. Circuit Simulation


To verify the accuracy of the attractor doubling design, further validation is conducted through circuit simulation based on Multisim. To realize system (4), we devise a circuit configuration illustrated in Figure 10, accompanied by the corresponding circuit equations outlined below:


   {     x ˙  =  1   R  22    C 2    sgn ( x ) (    R  21      R  17     y −    R  21      R  18       ( | x | − m )  3  +    R  21      R  19       ( | x | − m )  2  −    R  21      R  20     (  V 1  −    R  16      R  14     tanh ( z ) ) ( | x | − m ) )      y ˙  =  V 2  −  1   R  26    C 3      ( | x | − m )  2  −  1   R  27    C 3    y      z ˙  =  1   R 1   C 1    ( | x | − m ) −  1   R 2   C 1    z      



(6)







The circuit in Figure 10 incorporates memristor modules and system construction modules. The component parameters are determined based on the time scale of the attractor displayed on the oscilloscope: C1 = C2 = C3 = 10 nF, R1 = 20 k  Ω  , R2 = R23 = R24 = R28 = R29 = R30 = R31 = R32 = R33 = R34 = R38 = R39 = R42 = R43 = 100 k  Ω  , R3 = R10 = R11 = R12 = R13 = R15 = R16 = R17 = R18 = R20 = R21 = R22 = R25 = R27 = R35 = R36 = R37 = R41 = 10 k  Ω  , R4 = 520    Ω  , R5 = R6 = 1 k  Ω  , R7 = R8 = R26 = 2 k  Ω  , R9 = 9.8 k  Ω  , R14 = 7 k  Ω  , R19 = 3 k  Ω  , R40 = 140 k  Ω  , V1 = V2 = 1 V. The circuit realization for attractor doubling of x dimension is displayed in Figure 11.



To instantiate system (5), we devise a circuit configuration depicted in Figure 12, along with the corresponding circuit equations presented below:


   {     x ˙  =  1   R  22    C 2    sgn ( x ) (    R  21      R  17     ( | y | − n ) −    R  21      R  18       ( | x | − m )  3  +    R  21      R  19       ( | x | − m )  2  −    R  21      R  20     (  V 1  −    R  16      R  14     tanh ( z ) ) ( | x | − m ) )      y ˙  =  1   R  27    C 3    sgn ( y ) (    R  26      R  23     −    R  26      R  24       ( | x | − m )  2  −    R  26      R  25     ( | y | − n ) )      z ˙  =  1   R 1   C 1    ( | x | − m ) −  1   R 2   C 1    z      



(7)







The circuit in Figure 12 incorporates memristor modules and system construction modules. The component parameters are determined based on the time scale of the attractor displayed on the oscilloscope: C1 = C2 = C3 = 10 nF, R1 = 20 k  Ω  , R2 = R28 = R29 = R30 = R31 = R32 = R36 = R37 = R40 = R41 = R42 = R43 = R44 = R45 = R46 = R50 = R51 = R54 = R55 = 100 k  Ω  , R3 = R10 = R11 = R12 = R13 = R15 = R16 = R17 = R18 = R20 = R21 = R22 = R23 = R25 = R26 = R27 = R33 = R34 = R35 = R39 = R47 = R48 = R49 = R53 = 10 k  Ω  , R4 = 520    Ω  , R5 = R6 = 1 k  Ω  , R7 = R8 = R24 = 2 k  Ω  , R9 = 9.8 k  Ω  , R14 = 6.5 k  Ω  , R19 = 3.33 k  Ω  , R38 = R52 = 140 k  Ω  , V1 = V2 = 1 V. The circuit realization for attractor doubling of x-y dimensions is displayed in Figure 13.




6. The Application in Image Encryption


6.1. DNA Coding


In this article, color images are encoded using DNA coding rules. Leveraging the extensive parallelism and remarkable information density inherent in DNA molecules, integration with chaos techniques enables the creation of robust and efficient encryption protocols with enhanced security. DNA molecules consist of four nucleic acid bases: adenine (A), guanine (G), cytosine (C), and thymine (T), with A pairing with T and G pairing with C. Correspondingly, in binary notation, 0 and 1 are complementary, where 00 pairs with 11 and 01 pairs with 10. By assigning A, T, C, and G to encode 00, 01, 10, and 11, respectively, there are twenty-four encoding combinations. However, only eight of these combinations adhere to the Watson–Crick complementary pairing principle, as delineated in Table 2.



According to DNA coding rules, image pixels are processed, and chaos sequences are used to determine the rules for encoding and decoding.




6.2. Encryption Process


The specific encryption steps are outlined below:



Step 1: The original image is padded and segmented. The image undergoes padding in both its rows and columns to ensure that their dimensions are evenly divisible by the parameter d. Subsequently, the image is uniformly segmented into blocks and combined with a random matrix, with each block sized d × d. The image is padded to meet the conditions of Equations (7) and (8). The padded pixels are assigned a grayscale value of 0.


  mod ( M , t ) =  M 0   



(8)






  mod ( N , t ) =  N 0   



(9)







Step 2: Based on the characteristics of the logistic map, when the parameter µ = 3.9999, the system reaches its optimum. Continuous iteration of the logistic map yields a one-dimensional sequence {pi} (i = 1, 2, …, M × N + 1000) of length M × N + 1000. To enhance the randomness of the sequence, the first 1000 elements are discarded, resulting in a subsequence {pi} (i = 1001, 1002, …, M × N + 1000). The initial value ε is computed following the equation presented in Equation (10).


  ε =    ∑   I 1  ( x , y ) +  ∑   I 2  ( x , y )       255 × M × N × 2    



(10)







Step 3: The one-dimensional sequence is transformed into a two-dimensional random matrix. All sequence elements are normalized to lie within [0, 255] using Equation (11), and Equation (12) is employed to convert the one-dimensional sequence into an M × N order two-dimensional random matrix Q.


   p i  = mod ( r o u n d (  p i  ×   10  4  ) , 256 )  



(11)






  Q = r e s h a p e (  p i  , N , M )  



(12)







Step 4: The chaotic system’s initial values, denoted as x0, y0, and z0, are established, after which the system’s equations are solved utilizing the ode45 algorithm. This yields three chaotic sequences, from which the first 3001 items are removed to enhance randomness, resulting in {xi}, {yi}, {zi}.



Step 5: The DNA encoding methodology is defined through a selection process. The sets {xi} and {yi} individually specify the DNA encoding techniques for the image matrix and the random matrix blocks.



Step 6: The choice of DNA operations is guided by {zi}, which regulates the operations between the image matrix and the random matrix. The method for selecting DNA operations unfolds as follows:


   z i  = mod ( r o u n d (  z i  ×   10  4  ) , 4 )  



(13)







The process of selecting DNA operations between corresponding pixels in the ith block of the image matrix and the ith block of the random matrix is as outlined below: for i = 0, 1, 2, 3, they correspond to addition, subtraction, XOR, and XNOR respectively.



Step 7: The association between the encryption of the current image block and that of the preceding image block is also defined by the chaotic sequence {zi}. As an illustration, when z = 0, the encryption outcome ci of the ith block is expressed as follows:


   c i  =  c  i − 1   +  I i  +  R i   



(14)







Figure 14a displays the original image (512 × 512) before encryption. The primary control parameters and initial variables for the logistic system are selected as follows:   μ   = 3.9999, ε = 0.5764. The parameter variables for system (4) are set as a = 1, b = 3, c = 1, d = 5, I = 0, e = 1.4. The system’s initial values are established as (0.1, 0.1, 0.1). The complete key for this system is illustrated in Table 3. The encrypted image is represented in Figure 14b, showcasing a chaotic distribution of pixel values post-encryption. Figure 14c showcases the decrypted image, exhibiting a flawless resemblance to the original image, with a discrepancy of 0. This serves as conclusive proof of the absolute fidelity between the decrypted image and its original counterpart.




6.3. Performance Analysis


6.3.1. Encryption Efficiency Analysis


The time complexity is used to measure the duration of the encryption algorithm execution, and it is an important metric for evaluating encryption algorithms. While maintaining the security of encryption algorithms, improving encryption speed is crucial for image encryption. The actual encryption rate of different algorithms is influenced by numerous complex factors, such as the number of iterations, programming methods, programming software, etc. After testing and calculation, Table 4 presents the time test results for encrypting images of different sizes. The comparison of encryption time between the proposed algorithm and other encryption algorithms is shown in Table 5, demonstrating that the proposed algorithm has better encryption efficiency.




6.3.2. National Institute of Standards and Technology (NIST) Test


The NIST testing is a rigorous and standardized testing suite used to assess the statistical properties of pseudo-random sequences generated by chaotic systems. Whether pseudo-random sequences can meet the 15 testing criteria set by NIST is assessed. If the sequences pass these criteria, it indicates they possess good random characteristics and offer a certain level of security for encryption purposes. Initially, a 108 bit sequence is selected for testing. In the test results, if the p-value exceeds 0.01, the sequence passes the test; otherwise, it fails. The NIST testing is conducted on the chaotic sequences used in the encryption algorithm for this image, and the results are shown in Table 6. The test results indicate that the proposed chaotic sequences in this paper can pass all tests in the NIST testing suite, implying that the chaotic pseudo-random sequences exhibit excellent statistical performance and can be considered genuine random sequences.




6.3.3. TESTU01 Test


Compared to NIST testing, TESTU01 testing is a more stringent statistical feature assessment. TESTU01 comprises seven test suites, including SmallCrush, Crush, BigCrush, Alphabit, Rabbit, PseudoDIEHARD, and the FIPS-140-2 suite. The data length of SmallCrush is 6 Gb. The data length of Crush is 1 Tb. The data length of BigCrush is 10 Tb. The data length of Alphabit and Rabbit is 1 Gb. The data length of PseudoDIEHARD is 5 Gb. The data length of FIPS-140-2 is 19 Kb. The test results are shown in Table 7. For the more stringent TESTU01 testing, the proposed random number sequences passed SmallCrush, Alphabit, and FIPS-140-2. However, for Crush, BigCrush, Rabbit, and PseudoDIEHARD tests, a small portion of the test results did not pass. This indicates that the proposed chaotic sequences exhibit good randomness, but there is still room for improvement.





6.4. Security Performance Analysis


6.4.1. Key Space


The key space refers to the total sum of the numerical space available for keys. A good encryption scheme’s key space should be sufficiently large to resist brute force attacks. The larger the value of the key space, the longer the time required for brute force cracking algorithms, enhancing the ability to effectively defend against brute force attacks and thereby ensuring the security of the encryption algorithm. This algorithm uses the key {  μ  ,   ε  , x0, y0, z0, M0, N0, xx0, xx1}, and on a 64-bit computer, the floating-point precision is 10−16. Therefore, the key space can reach (1016)9 = 10144. Compared to other research schemes, the key space of this algorithm is larger, providing higher security as shown in Table 8. Therefore, this algorithm has strong resistance against brute force attacks and can withstand attempts at brute force cracking.




6.4.2. Key Sensitivity Analysis


Key sensitivity refers to the degree to which an encryption algorithm is affected by changes in the key. An excellent encryption scheme will show significant differences in the encryption effect even with extremely slight changes in the key. Even minor alterations to the initial key will impact the final encryption and decryption results. The higher the key sensitivity of the algorithm, the greater the difference between the ideal image and the actual decrypted image. Only a completely corresponding key sequence can fully and clearly restore the plaintext image. Figure 15 shows the key sensitivity experiment results of the encryption scheme presented in this paper. The initial key sequence values are varied by adding slight changes with a precision of 10−16. The final decryption results are shown in Figure 15b–j. It can be seen that the encryption system is highly sensitive to the key, as the original image cannot be obtained after minor modifications. This demonstrates that the encryption system has strong key sensitivity.




6.4.3. Histogram


The histogram provides a direct view of the pixel count and grayscale distribution within the image, revealing a pronounced imbalance in the original image’s histogram distribution. To thwart attempts at extracting original image details via statistical analysis, modifying the histogram distribution of the original image becomes imperative to prevent any inadvertent disclosure of image-related information. Hence, it is crucial to apply a uniform smoothing process to the histogram distribution of the encrypted image to guarantee the confidentiality and security of the image data. In Figure 16a, we see the histogram representation of the initial color image, contrasting with Figure 16b that illustrates the histogram of the encrypted version. Notably, the histogram of the encrypted image exhibits a more uniform distribution, offering a degree of protection against image information theft.




6.4.4. Information Entropy


The resistance of the encryption system against attacks can be effectively assessed based on the value of information entropy. When information entropy rises, the color image’s pixel distribution becomes more evenly spread, enhancing its resilience against attacks. If we denote the information source as x, the formula for computing information entropy G(x) is expressed as follows:


  G ( x ) = −   ∑  j = 1  M   p (  x j    log  2  p (  x j  ) )    



(15)




in this context, M denotes the grayscale levels within the image, xj signifies the specific grayscale value, and p(xj) indicates the frequency of that grayscale value occurring in the image. For a digital image with 256 grayscale values, each grayscale value’s occurrence frequency is p(xj) = 1/256, resulting in an information entropy of 8 bits. According to this principle, if the information entropy of a color image after encryption approaches 8 infinitely, this suggests that the encryption applied to the color image is highly effective. Table 9 presents the information entropy values of the image pre- and post-encryption using system (4). Notably, the entropy post-encryption approaches 8, and the comparison of the information entropy between this algorithm and other algorithms is shown in Table 10. This demonstrates the effectiveness of this encryption method in resisting external threats.




6.4.5. Correlation


In standard images, there tends to be a significant correlation between pixels and their adjacent pixels in various directions—be it horizontal, vertical, or diagonal. If adjacent pixels in an image exhibit high correlation, the image is susceptible to statistical attacks. This can be exploited for analyzing cryptographic systems. Hence, robust encryption schemes must nullify the correlation among neighboring pixels in images, thus fortifying encryption security through diminished correlation coefficients between the original and encrypted images. To accomplish this task, we randomly select 1000 pairs of adjacent pixels from both the original and encrypted images. Subsequently, we calculate the correlation between adjacent pixels before and after encryption individually in horizontal, vertical, and diagonal directions, following this approach:


  H ( x ) =  1 M    ∑  j = 1  M    x j     



(16)






  B ( x ) =  1 M    ∑  j = 1  M     (  x j  − H ( x ) )  2     



(17)






  cov ( x , y ) =  1 M    ∑  j = 1  M   ( (  x j  − H ( x ) ) (  y j  − H ( y ) )    



(18)






   ρ  x y   =   cov ( x , y )     B ( x ) B ( y )      



(19)







Table 11 displays the computation outcomes, where cov(x, y) denotes the correlation function, and B(x) stands for the mean square deviation. Ordinarily, in standard images, the correlation coefficient hovers close to 1. Yet, the data presented in the table showcase a significant reduction in the correlation between adjacent pixels in the encrypted image, approaching near-zero levels post the application of the memristive neuron system encryption technique. As a result, this method demonstrates exceptional encryption capabilities. Figure 17 and Figure 18 illustrate correlation plots for the R, G, and B channels in both the original and encrypted images, spanning horizontal, vertical, and diagonal orientations. In the original image, there is noticeable pixel correlation, contrasted by the encrypted image’s uniform pixel distribution, signaling that adjacent pixel correlations in the horizontal, vertical, and diagonal directions approach zero. The encryption method has extensively modified the positions and values of pixels within the original image, showcasing its formidable resistance against statistical attack methods.






7. Conclusions


In the HR neuron system, the introduction of the memristor results in various firing patterns, including one-spike firing, two-spike firing, three-spike firing, four-spike firing, and chaotic firing, effectively simulating the impact of synaptic strength at different intensities on the neuron. The impact of memristor frequency variations on the system’s dynamical behavior is analyzed, and an increase in frequency is found to result in the disappearance of memristive characteristics. Therefore, the memristor and resistor operating regimes of the system are distinguished when frequency varies. The attractor doubling method is employed to construct coexisting attractors, enriching the dynamic behavior of the neuron system. The attractor doubling method simulates the discharge states of neurons during the depolarization and hyperpolarization processes. During the excitatory and inhibitory phases of neurons, when the changes in input current and membrane potential are balanced, the membrane potential exhibits symmetry in its temporal evolution. The attractor doubling method simulates this phenomenon of symmetric membrane potential. The presence of various symmetries in the organization and function of neurons highlights the significance of studying neuron symmetry. The application of the attractor doubling method in neurons provides a new avenue for exploring the diversity and symmetry within the brain itself. Applying the symmetrical system to image encryption can achieve excellent encryption. In this paper, we conducted analyses and comparisons with existing algorithms in terms of algorithm running speed, randomness, key space, key sensitivity, and statistical complexity. The results show that this algorithm performs well in encryption, ensuring the security of image encryption. However, the chaotic sequences designed in this paper have not yet achieved a 100% pass rate in the stringent TESTU01 tests. Further study should be undertaken to improve performance.
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Figure 1. The processes of cellular depolarization and hyperpolarization. 
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Figure 2. The symmetry in the organization and functionality of neurons. 
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Figure 3. Projections on different planes of the HR neuro trajectories and waveforms of system (2) with a = 1, b = 3, c = 1, d = 5 and initial condition (0.1, 0.1, 0.1): (a) y-x plane; (b) x-z plane; (c) signal x(t); (d) signal y(t). 
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Figure 4. Dynamical evolution of system (3) with a = 1, b = 3, c = 1, d = 5, I = 0, k = 1 and initial condition (0.1, 0.1, 0.1): (a) Bifurcation diagram; (b) Lyapunov exponents. 
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Figure 5. Different phase trajectories with a = 1, b = 3, c = 1, d = 5, I = 0, k = 1 and initial condition (0.1, 0.1, 0.1): (a) f = 0.5 (1-period state); (b) f = 1 (chaotic state); (c) f = 2 (chaotic state); (d) f = 2.1 (4-period state); (e) f = 2.5 (2-period state); (f) f = 5 (1-period state). 
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Figure 6. Dynamical evolution of system (2) with a = 1, b = 3, c = 1, d = 5 and initial condition (0.1, 0.1, 0.1): (a) Bifurcation diagram; (b) Lyapunov exponents. 
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Figure 7. Different firing patterns with a = 1, b = 3, c = 1, d = 5 and initial condition (0.1, 0.1, 0.1): (a) k = 0.1 (single-spike firing); (b) k = 0.4 (two-spike firing); (c) k = 0.6 (four-spike firing); (d) k = 1 (chaotic firing); (e) k = 1.1 (three-spike firing); (f) k = 1.4 (single-spike firing). 
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Figure 8. Doubled attractors and waveforms in system (4) with a = 1, b = 3, c = 1, d = 5, I = 0 under various control gates: (a) e = 1.4 (pseudo-double-scroll attractor); (b) x(t) (e = 1.4); (c) e = 2 (double coexisting attractors); (d) x(t) (e = 2). Here IC = (0.1, 0.1, 0.1) is green, and IC = (−0.1, 0.1, 0.1) is yellow. 
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Figure 9. Doubled attractors in system (5) with a = 1, b = 3, c = 1, d = 5, I = 0: (a) e = 1.3, f = 8.5 (pseudo-four-scroll attractor); (b) e = 2, f = 8.5 (two coexisting attractors); (c) e = 2, f = 10 (four coexisting attractors); (d) waveform of signal x(t) (e = 1.3, f = 8.5); (e) waveform of signal x(t) (e = 2, f = 10); (f) waveform of signal y(t) (e = 2, f = 10). Here IC = (0.1, 0.1, 0.1) is green, IC = (−0.1, 0.1, 0.1) is yellow, IC = (−0.1, −0.1, 0.1) is purple, IC = (0.1, −0.1, 0.1) is blue. 
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Figure 10. Circuit schematic of system (6). 
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Figure 11. Chaotic attractors and waveforms of system (6): (a) V3 = 1.4 V (pseudo-double-scroll attractor); (b) V3 = 2 V (double coexisting attractors); (c) signal x(t) (V3 = 1.4 V); (d) x(t) (V3 = 2 V). 
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Figure 12. Circuit schematic of system (7). 
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Figure 13. Circuit realization of system (7): (a) V3 = 1.3 V, V4 = 8.5 V (pseudo-four-scroll attractor); (b) V3 = 2 V, V4 = 8.5 V (two coexisting attractors); (c) V3 = 2 V, V4 = 10 V (four coexisting attractors); (d) waveform of signal x(t) (V3 = 1.3 V, V4 = 8.5 V); (e) waveforms of signal x(t) (V3 = 2 V, V4 = 10 V); (f) waveforms of signal y(t) (V3 = 2 V, V4 = 10 V). Here IC = (0.1, 0.1, 0.1) is green, IC = (−0.1, 0.1, 0.1) is yellow, IC = (−0.1, −0.1, 0.1) is purple, IC = (0.1, −0.1, 0.1) is blue. 
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Figure 14. Encryption results: (a) original image; (b) encrypted image; (c) decrypted image. 
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Figure 15. Image key sensitivity analysis: (a) plaintext image; (b)   μ   + 10−16; (c)   ε   + 10−16; (d) x0 + 10−16; (e) y0 + 10−16; (f) z0 + 10−16; (g) M0 + 10−16; (h) N0 + 10−16; (i) xx0 + 10−16; (j) xx1 + 10−16. 






Figure 15. Image key sensitivity analysis: (a) plaintext image; (b)   μ   + 10−16; (c)   ε   + 10−16; (d) x0 + 10−16; (e) y0 + 10−16; (f) z0 + 10−16; (g) M0 + 10−16; (h) N0 + 10−16; (i) xx0 + 10−16; (j) xx1 + 10−16.



[image: Electronics 13 02138 g015]







[image: Electronics 13 02138 g016] 





Figure 16. Histograms: (a) histograms of the R, G, B channels of the original image; (b) histograms of the R, G, B channels of the encrypted image. 
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Figure 17. Correlation of adjacent pixels in different directions before encryption in the R, G, B channels of the image: (a–c) horizontally adjacent element correlation plot of the original image’s R, G, B channels; (d–f) vertically adjacent element correlation plot of the original image’s R, G, B channels, (g–i) diagonally adjacent element correlation plot of the original image’s R, G, B channels. 
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Figure 18. Correlation of adjacent pixels in different directions after encryption in the R, G, B channels of the image: (a–c) correlation plot of horizontally adjacent elements in the encrypted image’s R, G, B channels; (d–f) correlation plot of vertically adjacent elements in the encrypted image’s R, G, B channels; (g–i) correlation plot of diagonally adjacent elements in the encrypted image’s R, G, B channels. 
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Table 1. The distribution of memristor and resistor operating regimes.
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Regimes

	
Range of f

	
Attractor






	
Memristor

Synapse

	
0 < f < 0.84

	
period-1




	
0.84 < f < 2

	
chaotic




	
Resistor

Synapse

	
2 < f < 2.05

	
chaotic




	
2.05 < f < 2.23

	
period-4




	
2.23 < f < 3.15

	
period-2




	
f > 3.15

	
period-1











 





Table 2. The DNA encoding method.
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	DNA
	1
	2
	3
	4
	5
	6
	7
	8





	A
	00
	00
	11
	11
	01
	10
	01
	10



	T
	11
	11
	00
	00
	10
	01
	10
	01



	G
	10
	01
	10
	01
	00
	00
	11
	11



	C
	01
	10
	01
	10
	11
	11
	00
	00










 





Table 3. Algorithm key.
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	Secret Key
	    μ    
	    ε    
	x0
	y0
	z0
	M0
	N0
	xx0
	xx1





	Value
	3.9999
	0.5764
	0.5498
	0.4307
	0.5847
	0
	0
	0.5908
	0.5913










 





Table 4. Encryption time for images of different sizes.
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	Image Size (dpi)
	128 × 128
	256 × 256
	512 × 512
	1024 × 1024





	Encryption

Time (s)
	0.50652
	0.66031
	1.1726
	3.5201










 





Table 5. Comparison of encryption efficiency.
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	Encryption Algorithm
	Image Size (dpi)
	Encryption Time (s)





	[38]
	512 × 512
	1.8876



	[39]
	512 × 512
	1.3105



	[40]
	512 × 512
	3.893



	This work
	512 × 512
	1.1726










 





Table 6. NIST test results.






Table 6. NIST test results.





	
No.

	
Statistical Test Terms

	
PRNG Generated by x

	
PRNG Generated by y

	
PRNG Generated by z




	
Prop

	
p-Value

	
Prop

	
p-Value

	
Prop

	
p-Value






	
01

	
Frequency

	
0.99

	
0.906069

	
1

	
0.448424

	
0.98

	
0.056069




	
02

	
Block

frequency

	
0.96

	
0.654467

	
0.97

	
0.221029

	
0.96

	
0.152754




	
03

	
Cumulative sums

	
0.99

	
0.731886

	
1

	
0.599693

	
0.99

	
0.715679




	
04

	
Runs

	
0.99

	
0.363593

	
0.99

	
0.632955

	
1

	
0.089843




	
05

	
Longest run

	
1

	
0.433590

	
0.99

	
0.911413

	
0.99

	
0.542228




	
06

	
Rank

	
0.98

	
0.522955

	
0.98

	
0.108791

	
0.98

	
0.221154




	
07

	
FFT

	
0.98

	
0.049346

	
0.99

	
0.122325

	
0.98

	
0.858002




	
08

	
Non-overlapping template

	
1

	
0.983453

	
1

	
0.122325

	
1

	
0.948298




	
09

	
Overlapping template

	
0.98

	
0.641284

	
0.99

	
0.058984

	
1

	
0.331408




	
10

	
Universal

	
1

	
0.287712

	
1

	
0.201568

	
1

	
0.215248




	
11

	
Approximate entropy

	
0.96

	
0.232771

	
0.99

	
0.151622

	
0.97

	
0.125698




	
12

	
Random

excursions

	
1

	
0.804337

	
1

	
0.834308

	
1

	
0.671779




	
13

	
Random

excursions variant

	
1

	
0.804337

	
1

	
0.534146

	
1

	
0.931952




	
14

	
Serial

	
0.98

	
0.437754

	
0.98

	
0.051942

	
0.97

	
0.112698




	
15

	
Linear

complexity

	
0.99

	
0.307077

	
0.99

	
0.241741

	
0.99

	
0.779188











 





Table 7. TESTU01 test results.






Table 7. TESTU01 test results.





	Test Suite
	Number of Tests
	Test Results





	SmallCrush
	15
	15/15



	Crush
	144
	140/144



	BigCrush
	160
	152/160



	Alphabit
	17
	17/17



	Rabbit
	40
	39/40



	PseudoDIEHARD
	126
	124/126



	FIPS-140-2
	16
	16/16










 





Table 8. The comparison of key space in image encryption algorithms.






Table 8. The comparison of key space in image encryption algorithms.





	Algorithm
	[39]
	[41]
	[42]
	This Work





	Key space
	2376
	1075
	2476
	10144










 





Table 9. The information entropy of the R, G, B channels of the original and encrypted images.






Table 9. The information entropy of the R, G, B channels of the original and encrypted images.





	Channel
	The Original Image
	The Encrypted Image





	Channel R
	7.2532
	7.9995



	Channel G
	7.2442
	7.9996



	Channel B
	7.2649
	7.9995










 





Table 10. The comparison of information entropy of the R, G, B channels in image encryption algorithms.






Table 10. The comparison of information entropy of the R, G, B channels in image encryption algorithms.





	Encryption Algorithm
	Channel R
	Channel G
	Channel B





	[39]
	7.9993
	7.9993
	7.9993



	[41]
	7.9992
	7.9993
	7.9992



	[42]
	7.9994
	7.9994
	7.9994



	This work
	7.9995
	7.9996
	7.9995










 





Table 11. Calculation results of the correlation between adjacent pixels.






Table 11. Calculation results of the correlation between adjacent pixels.





	
Image

	
Channel

	
Horizontal Correlation

	
Vertical Correlation

	
Diagonal Correlation






	
Original image

	
R

	
0.88269

	
0.88049

	
0.82386




	
G

	
0.87064

	
0.86952

	
0.80557




	
B

	
0.88637

	
0.8869

	
0.83126




	
Encrypted image

	
R

	
0.0075872

	
−0.0033409

	
−0.012801




	
G

	
0.0064057

	
0.0042039

	
−0.022798




	
B

	
0.0045693

	
−0.00096852

	
−0.0071015
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