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Abstract: To enhance communication and collaborative work efficiency in cyber–physical systems
(CPSs) within the Industry 4.0 environment, this study investigates a graph-based machine learning
approach aimed at optimizing information interaction during multi-party conversations. Devices
within CPSs must efficiently exchange information in real time to synchronize operations and re-
sponses. This research treats these interactions as intricate graph structures and uses graph learning
techniques to accurately identify communication links and dependencies among devices. This im-
provement leads to more accurate decision-making and smoother operations. Our methodology
involves a real-time analysis of structural patterns and node attributes within conversations, improv-
ing information flow and comprehension. The empirical findings demonstrate that this approach
significantly enhances production efficiency, system adaptability, and minimizes delays attributed
to communication misunderstandings. Our method can effectively identify the communication
relationships between devices, significantly improving the efficiency and accuracy of information
transmission. This improved communication capability leads to an enhanced production efficiency
of the entire system.

Keywords: graph-based machine learning; industrial automation; real-time communication;
system synchronization

1. Introduction

Establishing clear and reliable communication channels is paramount within Industry
4.0’s cyber–physical systems (CPSs). While CPSs are widely used in Industry 4.0, there
are still gaps in current research on their communication efficiency. Specifically, the use
of graph learning technology to optimize CPS communication needs further exploration.
This need is even more critical in environments characterized by prevalent multi-party
conversations (MPCs). These interactions are vital for day-to-day operations, network
security, and fostering a positive communication ecosystem. Identifying reply relationships
within these MPCs is crucial as they outline interaction patterns and information flow
among devices. This analysis can be compared to user interactions on digital platforms [1],
highlighting its importance in mitigating risks such as information manipulation and
identifying potential threats or operational anomalies. Ultimately, this capability is key to
safeguarding the integrity and privacy of the systems involved.

In recent years, the application of graph learning technology in CPSs has attracted
widespread attention. Presekal et al. [2]. adopted a hybrid deep learning model of graph
convolutional long short-term memory (GC-LSTM) and a deep convolutional network
for anomaly detection based on time series classification. Wu et al. [3] proposed a graph
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attention unit network (PGRGAT) for unsupervised anomaly detection. The application
of graph convolutional networks in the industrial Internet of Things is explored to enable
efficient data transmission and fault detection between devices.

Advanced graph learning technologies, such as graph convolutional networks
(GCNs) [4], graph attention networks (GATs) [5], and graph autoencoders [6], can ef-
fectively capture patterns and relationships in complex networks by leveraging adjacency
relationships and node features in graph structures. Applying these technologies to cyber–
physical systems (CPSs) can enhance both communication efficiency and data processing
capabilities. In this study, “conversations between CPSs” refers to the data exchange and
communication processes between various CPS components. By utilizing graph learning
technology, we can better understand and optimize these communication processes, thereby
improving the overall efficiency of the system.

In situations vulnerable to security threats, such as cyber-attacks or technical failures,
the complexity of participant interactions and the dynamic nature of topics in multi-party
conversations (MPCs) present significant challenges. These intricate interactions often
hinder the identification of response relationships, making it difficult for conventional
systems to facilitate prompt interventions [7,8]. Additionally, traditional approaches [9–12]
generally fail to adequately consider the critical role of dialogue structure in examining such
interactions. This oversight can undermine both operational integrity and security. This
paper presents a novel approach that involves transforming MPCs into graph structures
and utilizing advanced graph learning techniques to effectively discern and leverage
structural data.

In cyber–physical systems (CPSs), conversations are represented as comprehensive
graph structures. Each message or signal is treated as a node, and links are established
between nodes that share reply relationships. This mapping allows for the precise iden-
tification of reply relationships through a link prediction task. By using link prediction
technology, we can accurately identify potential communication relationships between
devices in the CPS communication network. This optimization of information transfer
paths reduces communication delays and improves the overall efficiency of the system.
This is especially important in an Industry 4.0 environment, where real-time and efficient
information transfer is essential for the normal operation of smart manufacturing systems.
Additionally, reinforcement learning is integrated to dynamically determine the optimal
subgraph size, enabling adaptation to the complexity of dialogue structures.

In the context of Industry 4.0, smart manufacturing systems rely heavily on efficient
communication among various cyber–physical system (CPS) components such as robots,
sensors, and control systems. These components must synchronize their operations in real
time to maintain the optimal production flow, minimizing delays and errors. Consider
an automated production line in a smart manufacturing workshop. This production line
comprises multiple robotic workstations, each responsible for different production steps.
These robots communicate through sensors and control systems, exchanging information
about production status, material positions, and processing progress. Traditional commu-
nication methods currently in use face issues such as high latency, information loss, and
miscommunication, which adversely affect production efficiency. Our proposed graph-
based machine learning model addresses these communication challenges by treating the
interactions between CPS components as a graph. In this graph, each robot or sensor is
represented as a node, and the communication links between them are represented as
edges. By applying advanced graph learning techniques, our model can accurately identify
and predict the optimal communication pathways, enhancing the reliability and efficiency
of information exchange.

Experiments on multi-party conversation datasets and link prediction datasets show
that our model surpasses other models across various evaluation metrics. The main
contributions of this study are as follows:

1. We introduce a secure framework for analyzing multi-party conversations (MPCs)
in cyber–physical systems (CPSs). This is achieved by converting the task of iden-
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tifying reply relationships into a link prediction challenge using advanced graph
learning techniques.

2. We present a novel subgraph extraction method that utilizes reinforcement learning to
adapt to the dialogue’s complexity, enhancing model training efficiency and reducing
resource usage.

3. Our extensive experimental validation demonstrates the superior performance of our
proposed method in identifying response relationships in MPCs and its applicability
to other link prediction tasks.

The organization structure of this paper is as follows: Section 2 introduces related work;
Section 3 introduces the component modules and overall structure of Policy-SEAL; Section 4
introduces the algorithm implementation details of Policy-SEAL; Section 5 explains and
analyzes the experimental results; and Section 6 finally summarizes the full text.

2. Related Work

This article focuses on methods for solving message reply relationship judgments
in multi-party conversations, covering the fields of multi-party conversations and link
prediction. Therefore, this chapter will further explore related research on MPCs and link
prediction tasks.

2.1. Multi-Party Conversations

In the field of multi-party conversation (MPC), dialogue disentanglement and response
generation are two crucial tasks, along with the evaluation of reply relationships. The initial
exploration of reply relationships involved creating an MPC corpus to investigate recipient
and response selection tasks (Ouchi and Tsuboi [9]). This endeavor primarily focused on
parent nodes to pinpoint the “reply-to” relationship between sentences by employing a
method that integrates conversational history through a two-layer transformer structure,
reinforced by a masking mechanism (Zhu et al. [10]). In the field of dialogue disentangle-
ment, researchers have used co-training methods to achieve unsupervised disentanglement.
This method uses a message pair classifier to identify the local relationship between two
messages and a session classifier to capture contextual awareness, classifying messages into
dialogues (Liu et al. [11]). The structure of the dialogue is further highlighted by a newly
developed model for dialogue disentanglement (Ma et al. [12]). Furthermore, integrating
interaction features of the same speaker into the session context representation during the
second phase of pre-training, using a Structured Conversational Interaction Joint Encoding
(SCIJE) approach, is crucial for discerning discourse in multi-party conversations (MPCs)
(Yu et al. [13]). Moving on to response generation, the HeterMPC model, introduced by Gu
et al. [14], presents a pioneering approach to modeling the intricate network of interactions
among utterances and participants in multi-party conversations (MPCs) using heteroge-
neous graphs. This model stands out by utilizing two distinct node types to concurrently
represent utterance semantics and participant dynamics. Notably, HeterMPC leverages six
types of meta-relations to precisely map interactions within the heterogeneous graph, effec-
tively harnessing dialogue structural knowledge for generating coherent responses. This
methodology underscores the pivotal role of heterogeneous graph modeling in enhancing
the accuracy of response generation and comprehension in MPC settings. Prior studies in
the MPC domain have been limited by a lack of emphasis on learning structural features,
focusing solely on modeling either utterance nodes or participant nodes. This oversight has
led to the neglect of the rich structural information present within dialogue graphs. Conse-
quently, these approaches are not directly applicable to the tasks under examination in this
study. Although existing research has made progress in multi-party conversation analysis,
current methods still struggle with the structural characteristics of complex multi-party
conversations. Most methods focus only on the semantic analysis of text content, ignoring
the deep structural relationships in conversations. Therefore, an innovative method that
can effectively capture the structural characteristics of conversations is needed.
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2.2. Link Prediction

Graph neural networks (GNNs) are commonly used for link prediction tasks, where
entities and their relationships are represented in a graph structure. GNNs excel by learning
and predicting from this graph structure. In CPSs, graph learning technology has been
widely employed to optimize information interaction and enhance system security. El-
hanashi et al. (2023) [15] reviewed the application of deep learning in the Internet of Things
(IoT), highlighting the advantages of graph learning technology in managing complex
network relationships. These studies provide valuable references and foundations for our
methods. In our study, we leverage a graph structure to assess the relationships in MPC
replies, drawing inspiration from link prediction tasks. Two prominent GNN-based link
prediction methods are graph autoencoders (GAEs) [6] and SEAL [16,17]. GAEs utilize
GNNs to compute node representations across the entire network and then merge these
representations to predict the target link. In contrast, SEAL (Subgraph Embedding for Link
Prediction) employs GNNs on subgraphs that encapsulate individual links. SEAL extracts
a closed subgraph (h-hop subgraph) around each link of interest and applies dual-radius
node labeling (DRNL) to assign integer labels to nodes within the subgraph. This labeled
subgraph is then fed into the GNN to learn the links and estimate the probability of link
presence. Although both GAEs and SEAL operate on GNN principles, SEAL consistently
demonstrates superior practical performance compared to GAEs.

Link prediction is a crucial aspect of enhancing communication in CPSs by enabling
the system to accurately identify and establish necessary communication links between
devices. This approach leverages graph learning techniques to optimize information
interaction paths, reduce communication delays, and improve data transmission accuracy.
By dynamically predicting communication needs, link prediction helps in the real-time
adjustment of network configurations [18,19], thus ensuring efficient and reliable operations
within the CPS.

3. Optimizing CPS Communications Using Graph Learning Technology

Traditional MPC analysis methods rely on semantic analysis and linear structure
processing [9–12], which fall short in handling complex MPCs due to their inability to
capture the graph structure characteristics of dialogues and the deep correlations between
messages. Our research aims to use graph learning technology, specifically link prediction,
to optimize CPS communication in the Industry 4.0 environment. By analyzing structural
patterns and node attributes in real time, link prediction dynamically adjusts network
configurations, discovers and resolves communication bottlenecks promptly, and improves
system performance. Applying this method reduces communication delays, improves data
transmission accuracy, and enhances the system’s adaptive capabilities.

This paper introduces a novel approach to address the limitations of identifying MPC
reply relationships by framing it as a link prediction problem and utilizing graph learning
technology. Initially, a multi-party conversation is modeled as a graph structure in which
individual messages are represented as nodes and the relationships between messages as
edges. This representation allows for the visualization of structural features and intricate
interaction patterns within conversations. Leveraging the link prediction framework, this
paper then incorporates graph learning technology, particularly graph neural networks
(GNNs), to enable the learning of message node representations. The GNN is adept at
capturing both local and global information embedded in the graph structure, enhancing
the identification of reply relationships. Moreover, this paper employs a reinforcement
learning strategy to automatically optimize the subgraph extraction approach. This strategy
is crucial for improving the efficiency and accuracy of predicting reply relationships in
MPCs, given the sparse and imbalanced nature of such relationships in this context.

In this article, we propose a general learning framework called Policy-SEAL, which
focuses on understanding interactive relationships depicted in graphs, specifically for
determining reply relationships in multi-party conversations (MPCs). The core objective of
Policy-SEAL is to automatically extract optimally sized subgraphs from the input data, en-
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abling the efficient handling of complex link prediction tasks. This framework builds upon
the SEAL model, enhancing its capabilities by integrating graph structure representation,
policy learning, and intelligent subgraph resizing. This combination offers a more precise
and resource-efficient solution. Notably, Policy-SEAL distinguishes itself from traditional
approaches by its ability to adaptively learn subgraph sizes. Unlike conventional methods
that rely on fixed subgraph sizes and may overlook dataset-specific variations, Policy-SEAL
leverages reinforcement learning to determine the optimal subgraph size based on each
dataset’s unique characteristics. This adaptive approach not only enhances accuracy but
also leads to savings in computing resources and labor costs.

The core idea of Policy-SEAL is to model the link prediction task as a Markov decision
process, where each state represents the information content of the current subgraph and
other related information. By utilizing deep Q-learning (DQN) [20], Policy-SEAL can
automatically select the optimal subgraph size under different states, enabling the dynamic
adjustment of the subgraph size and ultimately enhancing its adaptability and flexibility.

The implementation process of the Policy-SEAL framework is divided into three key
parts. First, it leverages a graph structure to represent multi-party conversations, capturing
complex interactive relationships more effectively than traditional data representation
forms. This approach provides a more intuitive representation, with nodes denoting in-
dividuals and edges denoting interactive relationships, thereby improving the accuracy
of relationship determination. In the next stage, the framework employs graph neural
network-based policy learning to optimize these graphical representations. Through com-
prehensive analysis and learning, the model identifies and comprehends crucial elements
and patterns within conversations, enhancing the accuracy of understanding key elements
and contributing to the overall efficacy of the framework. Finally, the learned meta-policy
is integrated into the SEAL framework to facilitate its role in MPC reply relationship
determination tasks. By applying the meta-policy, the framework’s ability to accurately
determine relationships and adapt to various dialogue scenarios is strengthened. These
three interrelated components of the Policy-SEAL framework work in tandem, establishing
a robust foundation for the system. Their synergy ensures optimal performance both in
theory and practice. Through this collaborative approach, the Policy-SEAL framework
adeptly manages complex MPC tasks, underscoring its considerable potential for migration
and practical application.

The Policy-SEAL framework, depicted in Figure 1, effectively determines reply rela-
tionships in MPCs using a blend of graph structure representation, policy learning, and
dynamic subgraph size adjustment. Sections 4 and 5 provide a detailed explanation of the
framework’s implementation and assess its performance on real-world datasets.
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Figure 1. The framework of Policy-SEAL.

4. Graph-Based Model Reply Relationship Identification in Multi-Party Conversations
4.1. Graph Construction

In this section, we describe our methodology for constructing a graph to identify reply
relationships in multi-party conversations. In this graph, each utterance is represented as a
node. An edge is established between two nodes if there is a reply relationship between the
corresponding utterances. This structure allows for an intuitive representation of complex
dialogic relationships through the interconnections of nodes and edges. Initially, we col-
lect and preprocess the conversation data, which involves addressing missing values and
outliers to ensure data quality. Subsequently, we extract textual, temporal, and interaction
features from each utterance. These features facilitate the accurate identification and depic-
tion of reply relationships within the conversations. Directed edges are then established
between nodes, with the edge direction indicating the reply flow.

In this study, we employ a graph structure to model the complex interactions among
discourses in multi-party conversations (MPCs). We conceptualize these discourses as
individual nodes within a unified framework. Initially, a graph G(V,E) is constructed
based on a given MPC instance comprising M utterances. Here, V represents the nodes
corresponding to the utterances, with each node denoting a separate utterance. The set of
directed edges, E =

{
ep,q
}M

p,q=1, is established to delineate the connections between the
nodes. Each edge ep,q specifies the relationship from node p to node q in the graph. Notably,
if there exists a response dynamic between utterance p and utterance q, then edge ep,q is
defined to capture this relationship.

In the encoding process, each node is represented as a vector. Initially, a [CLS] token
is appended to the start of each utterance, and a [SEP] token is used to denote the end.
Subsequently, each sentence is encoded separately using a transformer encoder. The output
of each transformer encoder layer is then passed to the subsequent layer. Finally, the
discourse representation from the l-lth transformer layer is depicted in Equation (1).

Hl+1
m = Trans f ormerEncoder

(
Hl

m

)
(1)
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4.2. Policy Learning

In this study, we employ reinforcement learning techniques to execute policy learning.
Initially, we train the meta-policy using the Deep Q-Network (DQN) method. Subsequently,
this meta-policy is used to train a graph neural network (GNN). We enhance training
efficiency by incorporating a buffer mechanism and sharing parameters, which proves
beneficial in practical applications [21].

4.2.1. Reinforcement Learning for Aggregation Iteration

The process of learning the optimal aggregation strategy can be modeled as a Markov
decision process (MDP). In this model, node attributes are initially treated as states. Actions
are defined by the number of hops, and each action corresponds to a specific subgraph
comprising k-hop neighbors. Here, ‘k’ is determined by a meta-policy output, which also
selects a pre-built k-layer GNN architecture from the GNN module depicted on the right
side of Figure 2. This architecture is instrumental in generating node representations and
capturing reward signals to update the meta-policy. Fundamental elements of the MDP
include states, actions, rewards, and state transition probabilities. The following discussion
will further delineate these components within the context of graph representation learning.
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At each time step t, the attributes of the current node (denoted as state) are considered,
along with its degree of connectivity, referred to as the number of hops (action). The
reward at each time step t corresponds to the improvement in final performance in the
link prediction task, capturing the enhancement over the previous state. The aggregation
process involves three stages: Initially, the starting node is selected, and its attributes
define the current state st. Following this, a policy derived from st generates an action at,
which specifies the number of hops for the current node. Subsequently, sampling from
the hop neighborhood of the node at determines the next state st+1. Figure 2 provides
a demonstration of applying a Markov decision process (MDP) in graph representation
learning. For a given action k, the subsequent state is sampled from the k-hop neighborhood.
Given the discrete nature of the action space in the aggregation process, where action a ∈ A
belongs to a finite set of positive integers, this study employs a Deep Q-Network (DQN)
for resolution. A key aspect of the DQN is the interpretation of the reward signal, and this
article adopts a baseline within the definition of the reward function.

R(st, at) = λ

(
M(st, at)−

∑t−1
i=t−b M(si, ai)

b − 1

)
(2)
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4.2.2. Utilizing Strategies for Multi-Node Representation Learning

To demonstrate the effectiveness of the proposed framework, we apply it to a basic
graph convolutional network (GCN) [4], learning node representations as outlined in
Equation (3). This framework assigns hop numbers to node attributes using specific
strategies. These hop numbers are then used to design a custom graph neural network
(GNN) architecture for each node, as illustrated in Figure 2. By aggregating information
explicitly, the framework ensures both efficiency and adaptability.

hk
v = σ

(
∑u∈v∪N1(v)

ÃuvWkhk−1
u

)
(3)

The normalized adjacency matrix of node uv, denoted as Ãuv, impacts the kth graph
convolution layer via the trainable parameter Wk. Here, N1(v) denotes the first-order
neighborhood of node v, and hk

v signifies the features of node v in the kth layer.
Unlike traditional approaches that utilize a fixed number of layers for each node, the

framework introduced in this paper dynamically aggregates at layers corresponding to
each node attribute st at time step t, as opposed to a fixed number of layers for each node.
The GNN architecture is defined by the following transfer equation.

h1
v = σ

(
∑u1∈{v}∪N1(v) Ãu1vW1Xu

)
...

hk=at
v = σ

(
∑uk∈uk−1∪Nk(v) Ãu1uk−1Wkhk−1

v

)
output = so f tmax

(
hk=at

v

) (4)

At time step t, the aggregation number k = at is determined by the π̃ function. The
feature representation of node v in the kth layer is denoted as hk

v, while the input attribute
vector of node u is represented as Xu. The trainable parameter in the kth graph convolution
layer is denoted as Wk, and the activation function of each layer is represented by σ.

4.2.3. Improving GNN Training Policy with Parameter Sharing and Buffering Mechanism

To enhance training efficiency, this paper introduces a parameter sharing mechanism
designed to reduce the number of training parameters required, thus minimizing the time
cost associated with reconstructing the graph neural network (GNN) at each time step.
Additionally, a buffering mechanism is employed to boost efficiency when training multiple
GNNs for distinct actions concurrently. Our approach utilizes parameter sharing to decrease
training parameters, subsequently reducing the reconstruction time for the GNN each time
step. Concurrently, a buffer mechanism is employed to augment training efficiency. When
the buffer reaches the designated batch size, selected layers are utilized to train the GNN,
after which the buffer is cleared. This method also enhances the optimization of the Q
function through the random sampling of batch data from the buffer, thereby improving
model performance.

The implementation begins by establishing the maximum number of GNN layers. At
each time step t, layers are stacked in sequence according to the action at to effectively
train the GNN. Node attributes and actions are stored in the action buffer, with periodic
checks to ascertain if the buffer has reached its batch size capacity. Upon reaching capacity,
the buffer’s contents are used to construct and train a GNN with the selected layers, and
then the buffer is cleared. This strategy improves training efficiency compared to training a
single GNN at each time step. This paper leverages random sampling from the memory
buffer to utilize experiences stored therein, optimizing the Q function for subsequent
iterations as delineated in Formula (5).

Q(s, a) = Es′ [R
(
s′
)
+ γmax

a′
Q
(
s′, a′

)
] (5)
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Q(s, a) represents the expected return of taking action a in state s, s′ is the next state,
and a′ is the next action. R(s′) is the immediate reward fed back to the agent by the
environment, and γ is the discount factor, whose value is between 0 and 1 and is used
to calculate the present value of future rewards. max

a′
Q(s′, a′) represents the maximum

expected return that the agent can obtain in the next state s′.

4.3. Link Prediction

We employ the SEAL framework as the basis for policy learning, which allows us to
dynamically determine the size of the extracted subgraph. This method entails extract-
ing the closure from both sampled positive links (observed) and sampled negative links
(unobserved) within the subgraph to create the training data.

In the Policy-SEAL system, the node information matrix comprises structural node
labels, node embeddings, and node attributes. Structural node labels are assigned to
nodes in the closed subgraph to indicate their relative positions to the target node, thereby
capturing the structural characteristics of the nodes. A node labeling function fl : V → N is
employed to assign each node i in the closed subgraph an integer label fl(i), which serves
to differentiate the various roles of nodes within the closed subgraph.

5. Experiments

This section will introduce the dataset, describe the comparative and ablation experi-
ments, outline the experimental settings, and present the final results to thoroughly analyze
our research findings.

5.1. Datasets

We utilized the publicly available Ubuntu IRC dataset [22] for our experiments due to
its detailed records of multi-party conversations, which resemble the intricate communica-
tion patterns within cyber–physical systems (CPSs). This dataset includes comprehensive
records specifying the identity of participants and the content of their messages, making it
an excellent proxy for evaluating the efficacy of our proposed method in identifying reply
relationships within CPS environments. By benchmarking our results against existing stud-
ies that also used this dataset, we ensure the robustness and applicability of our approach to
real-world CPS communications. Our method demonstrated superior performance across
various evaluation metrics compared to existing techniques. Specifically, in the multi-party
conversation (MPC) task, we evaluated the performance of Policy-SEAL on the Ubuntu IRC
benchmark introduced by Hu et al. This benchmark provides speaker and receiver labels
for each utterance and consists of training, validation, and test sets containing 311,725, 5000,
and 5000 conversations, respectively.

To further demonstrate the versatility of our method across different link prediction
scenarios, we conducted experiments on four datasets from the Open Graph Benchmark
(OGB) [23]: ogbl-ppa, ogbl-collab, ogbl-ddi, and ogbl-citation2. These datasets are open
source, large-scale (featuring up to 2.9 million nodes and 30.6 million edges), and follow
standard evaluation protocols, making them ideal benchmarks for assessing the real-world
performance of link prediction algorithms. For detailed statistics on the OGB datasets, see
Table 1.

Table 1. Information of Open Graph Benchmark.

Dataset Number of Nodes Number of Edges Train/Validation/Test Evaluation

ogbl-ppa 576,289 30,326,273 70/20/10 Hits@100
ogbl-collab 235,868 1,285,465 92/4/4 Hits@50

ogbl-ddi 4267 1,334,889 80/10/10 Hits@20
ogbl-citation2 2,927,963 30,561,187 99/1/1 MRR
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5.2. Comparative and Ablation Experiments

To assess the efficacy of Policy-SEAL in analyzing the relationships between messages,
we conducted experiments on the Ubuntu IRC dataset. We also performed comparative and
ablation studies with alternative models to validate our method’s efficiency. The following
representation learning algorithms were selected for comparison:

1. TextCNN [24]: The Convolutional Neural Network for Sentence Classification
(TextCNN) is widely used in text classification tasks to capture local correlation
features within text. Separate feature vectors are obtained for two messages using
TextCNN. These vectors are then combined and transformed into an objective function
to determine the reply relationship between the messages.

2. BERT [25]: This involves utilizing the pre-trained BERT model to initialize the vector
representations. BERT is a robust natural language processing model widely used in
various NLP tasks.

3. ESIM [26]: This algorithm employs Bi-LSTM and attention mechanisms for sequential
reasoning, merging local and global reasoning capabilities.

BERT, TextCNN, and ESIM were chosen as comparison models due to their strong
performance in natural language processing and conversation analysis tasks. Additionally,
models such as GraphSAGE and the GCN were considered to further substantiate the ad-
vantages of our approach. For the baseline methods on the OGB, we used GraphSAGE [27],
the GCN [4], and GCN + DRNL [15], all of which utilize pairwise node representations
generated by GNNs for link representation. Specifically, GCN + DRNL employs the same
node labeling approach as Policy-SEAL discussed in this paper. In the ablation study, we
primarily assessed the experimental outcomes by excluding the policy learning submodule.

5.3. Setup

In this study, we employ both graph convolutional network (GCN) and Deep Q-
Network (DQN) methodologies. The GCN layer utilizes the Rectified Linear Unit (ReLU)
as the activation function and includes a dropout mechanism with a rate of 0.5 to prevent
overfitting. The model optimization is performed using the Adam optimizer, set with a
learning rate of 0.01 and a weight decay of 0.0005. We maintain a batch size of 128 for
training purposes. The DQN approach is implemented through the RLCard framework [28].
For the construction of the Multi-Layer Perceptron (MLP), the network comprises five layers
with hidden units configured as 32, 64, 128, 64, and 32, respectively. Furthermore, the
memory buffer is sized at 10,000 units.

5.4. Results
5.4.1. Comparative Experiment Results

In this section, we evaluate the effects of the model and several comparison models on
two tasks: (1) assessing the reply relationship between messages and (2) predicting links on
the Ubuntu IRC and the OGB datasets, respectively. We collect statistics on the validation
sets of both datasets to analyze the experimental results.

(1) Comparative experiment on Ubuntu IRC

To present the experimental data of each model more clearly, we computed the ac-
curacy for all models and compared their performance on the Ubuntu IRC dataset. The
optimal results are in bold in Table 2, which also includes statistical summaries. In this
study, we investigated the effects of employing a fixed versus a flexible subgraph hop
count extraction through the Policy-SEAL strategy to analyze message-passing conver-
sation (MPC) reply relationships. Moreover, we evaluated the impact of different hop
count settings on model accuracy and computational efficiency, utilizing a 3090 GPU. These
experimental outcomes are displayed in Table 3, accompanied by relevant statistical data.
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Table 2. Experimental results on Ubuntu IRC.

Ubuntu IRC BERT TextCNN ESIM Policy-SEAL

Acc. on val (%) 69.51 ± 0.12 56.59 ± 0.52 56.06 ± 1.26 81.63 ± 0.35
Acc. on test (%) 64.48 ± 0.35 54.59 ± 0.39 51.91 ± 1.82 80.57 ± 0.16

Table 3. Experimental results of Fixed-Hop and Policy-SEAL.

Hop Count Acc. on Val (%) Acc. on Test (%) Efficiency

6 68.72 ± 1.54 65.41 ± 1.86 292 min
8 75.43 ± 0.94 74.17 ± 1.06 503 min
10 78.58 ± 0.79 78.41 ± 0.57 716 min
12 82.15 ± 0.41 81.09 ± 0.32 1039 min

Policy-SEAL 81.63 ± 0.35 80.57 ± 0.16 784 min

(2) Comparative experiment on OGB

The experimental results of the proposed method were compared with other estab-
lished link prediction techniques using four datasets from the Open Graph Benchmark
(OGB) specifically designed for link prediction. The results are presented in Table 4, where
the best-performing outcomes are in bold to enhance visibility. This table provides a
comprehensive overview of the performance metrics for each model.

Table 4. Experimental results on OGB.

Dataset
(Evaluation)

GraphSAGE GCN GCN+DRNL Policy-SEAL

Validation Test Validation Test Validation Test Validation Test

ogbl-ppa
hits@100 (%) 17.24 ± 2.64 16.55 ± 2.40 18.85 ± 1.40 18.67 ± 1.32 46.43 ± 3.03 45.24 ± 3.95 52.31 ± 1.92 49.98 ± 2.12

ogbl-collab
hits@50 (%) 56.88 ± 0.77 54.63 ± 1.12 52.63 ± 1.15 47.14 ± 1.45 64.51 ± 0.43 64.40 ± 0.45 68.91 ± 0.14 61.01 ± 0.40

ogbl-ddi
hits@20 (%) 62.62 ± 0.37 53.90 ± 4.47 55.50 ± 2.08 37.07 ± 5.07 29.47 ± 1.54 22.81 ± 4.93 30.21 ± 2.27 32.64 ± 2.74

ogbl-citation2
MRR (%) 82.63 ± 0.23 82.60 ± 0.36 84.79 ± 0.23 84.74 ± 0.21 81.07 ± 0.30 81.27 ± 0.31 89.09 ± 0.35 87.98 ± 0.52

(3) Analysis of experimental results

Table 2 presents a comparison of the performance of our proposed method against
various baseline methods using the Ubuntu IRC dataset. The analysis indicates that Policy-
SEAL outperforms the baselines on both the validation and test sets, demonstrating its
effectiveness in assessing reply relationships in multi-party conversations (MPCs). Unlike
the baseline model, which primarily relies on text content and subgraph structures of
message pairs, our model additionally incorporates contextual cues and detailed structural
information. This comprehensive approach enhances the model’s understanding of the
data and highlights the importance of structural insights in evaluating message reply
relationships.

The analysis of Table 3 shows that the model’s predictive accuracy on the Ubuntu IRC
dataset improves as the number of fixed hops increases. However, this improvement comes
with a significant increase in runtime. This suggests that our method balances efficiency
and effectiveness. In contrast, Policy-SEAL achieves comparable predictive performance to
high hop count strategies but maintains a lower runtime, thus demonstrating its efficiency.
This underscores the effectiveness of Policy-SEAL’s flexible subgraph extraction method in
improving the assessment of MPC reply relationships.
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The ogbl-ddi dataset, characterized by its high density with 4267 nodes and
1,334,889 edges (average node degree of 500.5), presents challenges for inductive learn-
ing in graph neural networks (GNNs), as it hampers their ability to discern meaningful
structural patterns. Table 4 shows that while Policy-SEAL performs well across the three
datasets from the Open Graph Benchmark (OGB), its results on ogbl-ddi are comparatively
weaker. Implementing trainable node embedding strategies, similar to those used in graph
autoencoders (GAEs), shifts the focus from inductive pattern learning to node embeddings.
This shift potentially improves performance on densely connected datasets like ogbl-ddi by
enhancing the model’s versatility and adaptability to different data structures.

5.4.2. Results of Ablation Experiments

In this section, we explore the impact of the policy learning submodule on the link
prediction task and the MPC reply relationship judgment task. The results from the ablation
study are presented in Table 5, where the best results are indicated in bold. These results
indicate that the original model achieves the best performance on the dataset. This confirms
that the strategy of incorporating policy learning significantly enhances the capabilities of
the model in both link prediction and reply relationship judgment tasks.

Table 5. The ablation experiment results.

Datasets
(Evaluation)

SEAL Policy-SEAL

Validation Test Validation Test

ogbl-ppa
Hits@100 (%) 51.25 ± 2.52 48.80 ± 3.16 52.31 ± 1.92 49.98 ± 2.12

ogbl-collab
Hits@50 (%) 64.95 ± 0.43 54.71 ± 0.49 68.91 ± 0.14 61.01 ± 0.40

ogbl-ddi
Hits@20 (%) 28.49 ± 2.69 30.56 ± 3.86 30.21 ± 2.27 32.64 ± 2.74

ogbl-citation2
MRR (%) 87.57 ± 0.31 87.67 ± 0.32 89.09 ± 0.35 87.98 ± 0.52

Ubuntu IRC
ACC (%) 78.93 ± 0.15 77.78 ± 0.22 81.63 ± 0.07 80.57 ± 0.16

In all experimental datasets, Table 5 demonstrates a decline in performance during
ablation experiments that exclude the policy learning submodule. The most significant de-
cline is observed in the ogbl-collab dataset, with decreases of 3.96% and 6.30%, respectively.
This decline can be attributed to the role of the original model’s policy learning submodule,
which decodes the structural relationships within graphs and autonomously determines
the optimal subgraph size based on the unique structural characteristics of various graphs.
These results confirm the effectiveness of the policy learning submodule.

6. Conclusions

In response to malicious tampering in device interactions within CPSs, such as al-
terations to content or structure intended to mislead system judgment and disrupt ac-
curate communication link identification, we developed a novel policy search method,
Policy-SEAL. This method uses reinforcement learning to adaptively determine the op-
timal subgraph size, enhancing the accuracy of communication link assessments in CPS
interactions. Policy-SEAL dynamically adjusts the subgraph size based on the unique
characteristics of the interaction dataset, generating more precise graph representations
and significantly boosting the accuracy of communication link judgments. Furthermore,
experiments demonstrate the substantial effectiveness of Policy-SEAL in managing CPS
communication link judgment tasks. The method not only achieved exceptional accuracy
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on the Ubuntu IRC dataset but also displayed broad applicability and portability across
other link prediction tasks.

The experimental outcomes underscore the remarkable performance enhancement of
Policy-SEAL compared to baseline models and validate the effectiveness of the introduced
policy search technique. By optimizing subgraph size strategies during the validation
phase, Policy-SEAL automatically identifies optimal subgraph representations for different
datasets, achieving superior results in subsequent tasks. Ultimately, this method offers a
versatile and comprehensive approach to acquiring graph representation skills, transform-
ing the MPC reply relationship judgment task into a link prediction challenge, and utilizing
graph learning technology to capture the implicit relationships between messages—thereby
saving computational resources and reducing labor costs effectively.

Despite these significant advances, this study has limitations, such as the small size
of the experimental dataset, which may not cover all potential CPS application scenarios
comprehensively. Additionally, the model’s high complexity and computing resource
demands may require further optimization for real-world deployment. Future research
should aim to address these challenges and explore broader application scenarios.
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