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Abstract

:

Time-to-digital converters (TDCs) with superior performance are in high demand in application domains like light detection and ranging (LIDAR), nuclear physics, and time interval counters. One of the interesting architectures for field-programmable gate array (FPGA)-based TDCs is the tapped delay line (TDL) approach with carry chains as delay elements. However, the resolution of TDL-TDCs is limited, and linearity is weakened by the ultra-wide bins that correspond to the FPGA’s long routing wires crossing into another clock area. This paper presents wave union TDC using FPGA internal routing wires as delay elements to subdivide ultra-wide bins. The Zynq Evaluation and Development (ZED) board is used to implement and test the wave union types: A (WU-A) and B (WU-B) TDCs. According to experimental data, the WU-A TDC based on an 8 × 128 matrix of counters has a resolution of 5.7 ps, an integral nonlinearity (INL) of 1.1170 LSB (RMS), and a differential nonlinearity of 0.329 LSB (RMS). WU-A TDC improves DNL and INL by 19% and 57%, respectively, over ordinary TDC. The WU-B TDC uses an average of sixteen different time measurements, resulting in an effective resolution of up to 0.356 ps, a DNL of 0.60 LSB (RMS), and an INL of 1.04 LSB (RMS). These characteristics make the TDC suitable for time-of-flight applications such as LIDAR and for other general-purpose scientific instruments.
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1. Introduction


Time-to-digital converters, or TDCs, are crucial parts of many application domains, including LIDAR [1,2], all-digital phase locked loops (ADPLL) [3], time-of-flight positron emission tomography (TOFPET), and time measurements in high-energy physics (HEP) [4,5]. High-performance TDCs with high resolution, a wide measurement range, good linearity, and low resource consumption are required for most of these applications. Because it makes optimal use of the logic resources, the implementation of the tapped delay line (TDL) topology has become more popular for TDCs based on the field-programmable gate array (FPGA) [6,7,8,9]. The delay elements in most TDL-based TDCs are the carry chains with routing architecture intended for fast arithmetic and logic functions [6,7,9,10]. By using the DSP blocks as delay elements, a 4.2 ps resolution could be achieved, but the differential non-linearity is limited to 20 least significant bits [11]. FPGA routing wires can be utilized as delay components in the construction of reliable TDCs because of their tolerance to PVT (process, voltage, and temperature) variations [12,13,14].



Even with advances in complementary metal oxide semiconductor (CMOS) technology over time, the resolution of a TDL TDC is still limited by the latency of a single delay element. To increase resolution over the cell delay, the Vernier delay line architecture is employed; unfortunately, it has a large dead time [15,16,17]. Although it uses a lot of resources, the multi-channel TDL architecture offers an additional method of overcoming the resolution restriction [2,18,19].



Feeding a train of pulses through a single delay line yields improved performance by increasing the number of measurements rather than building parallel delay lines. This technique, called the wave union approach, was first introduced in 2008 [20]. Since the wave union method boosts TDC performance without requiring more resources, it is appropriate for an FPGA-based TDC implementation.



The wave union launcher is a crucial component in WU-TDCs that generates a finite or infinite pulse train for WU-A and WU-B, respectively. The wave union approach has been used with several TDCs since it was initially introduced. A 25 ps resolution WU-A TDC with two transitions and a 10 ps resolution WU-B with 16 multiple measurements were implemented in [20]. A 12.5 ps resolution WU-B TDC with four multiple measurements is implemented in [21]. A WU-A with seven transitions has been implemented on Virtex-4 90 nm technology with a split-scale thermometer encoder, resulting in a 3.6 ps resolution [22]. In [23], a multisampling WU TDC is implemented by using WU-A and WU-B launchers triggered by a start and stop signal, respectively, to achieve a high resolution of up to 0.69 ps. Wave union techniques are thoroughly reviewed in [24].



In our previous work [14], we built a 5.7 ps resolution TDC based on a 1024 matrix of counters on the XC7Z020-CLG484 xilinx seven-series FPGA, placing the counters in an 8 × 128 rectangular matrix and combining short and long routing wires to improve the resolution and linearity. Even without calibration, the implemented TDC exhibits a differential non-linearity (RMS) of 0.43 LSB and an integral non-linearity (RMS) of 2.15 LSB. Unfortunately, the routing wires that correspond to the crossing of clock zones are slow and lengthy because of the architecture of the xilinx seven-series FPGA [25,26]. As a result, the TDC’s performance is deteriorated by recurring ultra-wide bins whose bin size exceeds the effective bin width. In our work, we apply the wave union approach to efficiently split these ultra-wide bins and boost the sensitivity of the TDC. Significant gains in linearity and resolution are achieved by implementing and testing the WU-A and WU-B TDCs.



This paper is organized as follows: Section 2 presents the architecture of wave union TDCs and their principles of operation. The experimental test setup and the results found are discussed in Section 3. Section 4 concludes the paper with a summary of the findings and recommendations for further research.




2. Methodology


2.1. Architecture of Wave Union A TDCs


The WU-A launcher generates a finite number of transitions when the input level (hit signal) is ‘0’ and unleashes them through the TDC’s delay chain when the input level is ‘1’. WU-A architectures that generate the pulse patterns may be constructed based on carry multiplexers [27,28,29], look-up tables (LUTs) [30,31], or flip-flops (FFs) [19].



The LUTs on the Zynq system-on-chip FPGA on the ZED board served as the foundation for our suggested WU-A architecture. Two slices can be found in a single configurable logic block (CLB) of the Zynq 7000 series FPGAs. Each slice contains 8 FFs and 4 LUTs [32]. The number of inputs to the LUT and the logic functions it implements are user-configurable. The wave union A launcher was built using LUTs with specified values to generate two 1–0 transitions and one 0-1 transition, as illustrated in Figure 1. The LUTs were manually positioned in a slice near where the source of the hit signal is located.



Our TDC designed and built using a matrix of 1024 counters, with the routing paths serving as delay components [14]. The triggering signal that controls the pulse train’s creation and propagation is called the enable signal (EN). The architecture of the WU-A TDC is depicted in Figure 2. Our designed WU-A launcher sets up two 1–0 and one 0–1 transitions when EN is “0” and puts it on hold in the LUTs. When EN is “1”, the wave union propagates through the delay chain until the EN signal’s subsequent falling edge is reached. Of the three transitions, only the two 1–0 transitions are encoded. If one of the two transitions is missed due to it falling within an ultra-wide bin, the subsequent transition is likely to be recorded in the following clock cycle. As a result, the TDC becomes more sensitive and more linear.




2.2. Architecture of Wave Union B TDC


An infinite stream of pulses is produced by wave union launcher B [20,21]. As shown in Figure 3, it was constructed as a ring oscillator (ROC) using a buffer and a two-input NAND gate. Our proposed architecture for wave union launcher B was an NAND gate with an LUT programmed as a buffer. By increasing the number of LUTs in the feedback loop and adding more routing delays, the ring oscillator’s clock period can be adjusted. When the hit signal (EN) is ‘0’, the wave union launcher B’s output remains at a constant value of 1, and when it is ‘1’, it begins to oscillate.



Equation (1) provides a mathematical expression for the oscillation period (    T   O S C    ) of the launcher with K buffers in the feedback loop. The total delay comprises the propagation delay of the NAND gate (    t   N A N D    ), the routing path delay (    t   r o u t    ), and the delay of buffers (    t   B u f f    ).


    T   O S C   ≈ 2   K ⋅   t   B u f f   +   t   N A N D   +   t   r o u t      



(1)







The TDC’s clock period and the ROC’s period are intended to be similar. The TDC is based on a matrix of 1024 counters so that counters are sampled when the EN signal is ‘0’ and enabled when the EN input is ‘1’. Nonetheless, the ROC’s architecture is made such that, while EN is ‘0’, the output stays at a constant ‘1’, and, when EN is ‘1’, it begins to oscillate. This is not in line with the TDC’s architecture, which is built on a counter matrix. Consequently, we feed the ROC’s output to the counters’ EN inputs after inverting it. Figure 4 illustrates this.



The rising edge of the oscillation, or the 1–0 transitions, represents the pulse’s arrival time relative to the clock’s rising edge. We seek to quantify this phase difference as a new fine time. For a single measurement, the smallest arrival time that can be measured corresponds to the resolution (TLSB) of the TDC, which is (    T   C L K    /1024). Figure 5 shows the fine time,     t   i    , measured on the ith clock cycle (i = 1, 2,...N) relative to the clock’s rising edge. The periodicity of    t i    can be mathematically expressed as in Equations (2) and (3) [21]:


    t   i   =   t   i − 1   +   T   O S C   −   T   C L K    



(2)






    t   i   =   t   0 i   + ( i − 1 ) ⋅ (   T   O S C   −   T   C L K   )  



(3)




where    t  0 i     is the fine time corresponding to the first clock cycle,     T   O S C     is the period of the ring oscillator, and     T   C L K     is the reference clock period. Because of the disparities in ring oscillator and reference clock frequencies, cell delays can be efficiently partitioned, allowing for a denser redistribution of the tap delay in the 1024 fine-time interpolators. A multi-time averaging measurement is performed by capturing numerous pictures of the counters’ states over N-clock cycles. If the reference clock and ring oscillator frequencies are known, the matching values can be computed from any one of the TDC’s N-measured outputs. For a single-shot measurement, the final fine time is obtained by taking the average, as shown in Equation (4):


    t   0   =   1   N     ∑  i = 1   N      t   0 i      



(4)







Figure 5 shows the timing diagram for a single-shot measurement. The rising edge of the inverted wave union launcher output coincides with the rising edge of the EN signal. A four-bit gray code counter keeps track of the coarse time between the rising and falling edges of the EN signal. The fine-time interpolator delay chain is built with 1024 two-bit gray code counters. The ROC’s inverted output is launched through the delay chain, which is delayed by TLSB. Fine times in consecutive clock cycles are denoted as t1, t2,... tN. Combining Equations (3) and (4), the fine time,    t 0   , can be redefined in terms of ti as in Equations (5)–(7).


    t   0   =   1   N     ∑  i = 1   N      t   i     −   N − 1   2       T   O S C   −   T   C L K      



(5)






    t   0   =     T   C L K     N × n     ∑  i = 1   N      ∑  j = 1   n      K   c l k , j , i       −   N − 1   2       T   O S C   −   T   C L K      



(6)




where    K  c l k , j , i     is the output of the jth (j = 1, 2,... n) counter on the ith clock cycle. A multi-time averaging measurement allows us to measure finer time delays than n fine time interpolators. The resolution (TLSB) of the plain TDC is defined as       T   C L K     n    . The effective bin size,     T   e f f     = TLSB/N, for the WU-B TDC is increased by N times, and its fine bins (Ceff) are uniformly dispersed among N × n unique integer values, as shown in Equation (6). Hence, the mathematical equation can be rewritten as in equation (7):


   t 0  =  T  e f f   ×  C  e f f   −   N − 1  2  × (  T  O S C   −  T  C L K   )  



(7)









3. Results and Discussion


The designed WU-A and WU-B TDCs are evaluated using a Zynq Evaluation and Development (ZED) board. An SR latch with two inputs obtained from clock sources from the FPGA’s phase-locked loop (PLL) is used to generate an EN signal. The two clocks that drive the S and R inputs of the SR latch have slipping frequencies, so the generated enable signal has a varying width that can cover the TDC’s dynamic range [14]. The ZED board FPGA and post-implementation schematics of the design exported from Vivado 2020.1 are shown in Figure 6a and Figure 6b, respectively.



The resources used, as reported by Vivado 2020.1 Xilinx ISE, are shown in Table 1. This table shows the resource utilization for both the WU-A and WU-B implementations. The extra cost of resources is for the implementation of the WU launchers. There is a slight increment in the percentage of slice LUTs used as logic elements in the WU-B TDC. The number of registers used and, as a result the number of slices utilized are slightly higher for the WU-A TDC. The percentages of utilized memory LUTs, block RAMs, and clock buffers remain the same for both WU-A and WU-B TDCs.



The power used by the system is the sum of its static and dynamic powers. Figure 7 shows the power report generated by Vivado 2020.1. A large fraction of the power dissipated is from the board’s processing system, which accounts for around 61% of the total power consumption for the WU-A TDC, as shown in Figure 7a, and 62% of total power consumption for the WU-B TDC, as shown in Figure 7b. The amount of power dissipated by the programmable logic is minimal in comparison with the power dissipated by the Zynq processor. According to Vivado 2020.1, the total on-chip power for WU-A is 2.684 W, while for WU-B it is 2.672 W. For both WU-A and WU-B TDCs, 93% of the total power consumption is dynamic power, whereas 7% is static power dissipation.



3.1. Stastical Results of WU-A TDC


Our standard TDC fine-time interpolator comprises 1024 counters with an EN input driven through a delay chain. Enough samples are collected, and the histogram can be generated by counting the number of hits in each bin. If you know the total number of counts, you can determine the bin width for each one. Over 500,000 total hits were taken to generate the histogram. Assuming the bins are evenly distributed during the TDC’s clock period of     T   C L K     = 5.831 ns, the bin width for the ith bin with N number of counts is determined as in Equation (8).


  B i n w i d t   h   i   =   N ×   T   C L K     t o t a l H i t s    



(8)







Figure 8 depicts the bin width plot for the 1024 counters, derived from the plain TDC histogram. As illustrated in the figure, some bins are incredibly small (1 ps), and others are enormously large (12 ps). Most of the bins have an average size equal to the TDC’s resolution of 5.7 ps. The ultra-wide bins are generated by the long and slow routing wires that cross clock regions.



After applying the WU-A TDC, the ultra-wide bins were subdivided, and the TDC’s sensitivity improved significantly. The bin width distribution became uniform, as shown in Figure 9. The average bin width was still consistent with the TDC’s resolution of 5.7 ps.



The good impact on linearity can be noticed by comparing the transfer function of the ordinary TDC to the TDC with WUL-A. The transfer functions are obtained from the booked histograms. Figure 10 illustrates the transfer functions of the plain TDC and the TDC with WUL-A. It is demonstrated that the nonlinearity of the transfer function in the middle of the plot for the ordinary TDC (blue line plot) is improved when the WUL-A implementation is merged with the TDC (red line plot).




3.2. Differential and Integral Non-Linearity of WU-A TDC


The differential non-linearity (DNL) and integral non-linearity (INL) of the implemented TDC are calculated from the statistical data. Mathematically, the DNL of the ith bin can be written as in Equation (9):


  D N L ( i ) =   B i n w i d t h ( i )   L S B   − 1  



(9)




where   B i n w i d t h ( i )   is the bin size of the ith bin, as calculated in Equation (9), and LSB is the average bin size, also called the least significant bit, which is 5.7 ps. The INL is the integral of the DNL, as presented in Equation (10):


  I N L ( i ) =   ∑  j = 0   i − 1    D N L ( j )    



(10)







The plot in Figure 11 compares the DNL of the ordinary TDC and WU-A TDC. The root mean square (rms) DNL of the plain TDC is 0.41 LSB (2.31 ps), whereas the rms DNL of the WU-A TDC is 0.33 LSB (1.87 ps). The DNL of the WUL-A TDC (red line plot) improves by 19% when compared with the plain TDC (blue line plot).



The INL of the simple TDC, in contrast to the WU-A TDC, is depicted in Figure 12. The rms INL of the plain TDC is 2.61 LSB (14.86 ps), whereas the rms INL of the WU-A TDC is 1.12 LSB (6.36 ps). When WU-A is implemented, the INL improves significantly (57%).




3.3. Statistical Results of WU-B TDC


In WU-B implementation, the fine time is the phase of the ROC’s oscillation, determined by the arrival time of the EN signal relative to the next rising edge of the reference clock. A 4-bit coarse gray code counter sets the TDC’s measurement range as 16 × 5.831 ns = 93.296 ns. As a result, we can only take a maximum of 16 snapshots. The fine bins are dispersed in 16 × 1024 = 16,384 integers within a 5.831 ns clock period. The effective bin size, or the resolution of the WU-B TDC, is calculated as 5.831 ns/16,384 = 0.356 ps. By obtaining enough measurements, a realistic histogram for the WU-B TDC is created. The number of counts for each of the 16,384 bins is recorded, and the histogram is built.



The bin size for each bin is calculated using Equation (8). Figure 13 shows the bin size for each of the 16,384 bins, whereas Figure 14 depicts the distribution of the bin sizes. Many of the bins have a width of about 0.356 ps, which corresponds to the WU-B TDC resolution. Some bins are extremely small (0.016 ps), while others are extremely wide (1.5 ps).




3.4. Differential and Integral Non-Linearity of WU-B TDC


Equations (10) and (11) are used to determine the DNL and INL for the WU-B TDC. Figure 15 demonstrates that the DNL of the TDC ranges between +3.34 LSB (1.19 ps) and −0.98 LSB (−0.35 ps). The root mean square (RMS) for DNL is 0.60 LSB (0.21 ps).



The INL is depicted in Figure 16. The INL was between +6.01 LSB (2.17 ps) and −0.68 LSB (−0.24 ps). The RMS INL was reported to be 1.04 LSB (0.37 ps).




3.5. Comparison with Prior Works


Table 2 shows a comparison of the performance of our implemented WU-A and WU-B TDCs with earlier wave union implementations. Most of the wave union TDCs presented in Table 2 are based on carry chain delays in the FPGA, while our TDC is based on routing path delays as delay elements. A TDC with a 3.6 ps resolution was built by using WU-A with seven transitions [22]. The super wave union implementations carried out in [30,33] lead to high resolutions (0.9 ps and 1.17 ps, respectively) at the cost of extra resource utilization to build parallel delay lines and multiple wave union launchers. Our wave union A TDC uses two transitions and a single delay line to achieve a resolution of 5.7 ps. Although the resolution is not as good as that of the super wave union TDCs, our implementation is convenient for FPGA-based TDC designs in terms of resource utilization, and it leads to a substantial gain in linearity. A multisampling wave union approach where wave union launchers are applied at both the start and stop events is used in [23,34], where high resolutions (1.11 ps and 0.39 ps, respectively) are achieved compared with our 5.7 ps resolution WU-A TDC. However, the tradeoff between resolution and linearity can be observed by comparing the reported DNL and INL in [23], which are 4 LSB and 50 LSB, respectively, and the DNL and INL of our WU-A TDC, which are 0.5 LSB and 5 LSB, respectively.



The WU-B TDC has not been used extensively. The study in [21] used WU-B with four snapshots to produce a 12 ps resolution with a DNL of 1.1 LSB and an INL of 8 LSB. In our study, we used 16 measurements to achieve a 0.356 ps resolution with a DNL (rms) of 0.6024 LSB and an INL (rms) of 1.0383 LSB. Our WU-B TDC implementation improves the resolution from 12 ps to 0.356 ps, but the conversion speed is four times slower compared with that in the work in [21].





4. Conclusions


A low-cost Xilinx Zynq-7000 all-programmable system-on-chip (AP-SOC) with 28 nm CMOS technology FPGA was used to create a high-performance wave union time-to-digital converter based on a matrix of 1024 counters. The synthesis and implementation of the design were controlled by manual placement and routing constraints. The goal of the study was to increase the linearity and resolution of the TDC. The TDC’s sensitivity was further improved by using a LUT-based WU launcher A that generated a pulse train of one 0–1 and two 1–0 transitions. The WU-A TDC improves the DNL by 19% and the INL by 57% when compared with the regular TDC. This demonstrates that using the wave union approach to TDCs realized with routing path delays as delay factors results in a significant improvement in linearity.



The WU-B TDC enhances the fine-time measurement by a factor of 1/16. Despite the significant increase in resolution, the WU-B TDC’s linearity is limited to a DNL (rms) of 0.60 LSB and an INL (rms) of 1.04 LSB. The results indicate that using the WU-B TDC increases the resolution but reduces the differential linearity when compared with the WU-A TDC. In conclusion, the WU-A TDC has the best linearity, whereas the WU-B TDC results in a higher resolution. However, the performance of the WU-B TDC is limited by the conversion speed or its dead time. If we increase the number of multiple measurements taken, we can achieve higher resolution, but the conversion speed degrades. For applications that need a fast conversion speed, the trade-off between resolution and conversion speed should be considered.



In the future, WU-A TDC implementations with more than two transitions can be investigated to see if they improve linearity relative to the resource overhead they bring. A multi-edge wave union approach where the WU-A launcher is used on the rising edge of the EN signal and the WU-B launcher is used on the falling edge of the EN signal may subdivide the ultra-wide bins present in the WU-B TDC and lead to improved DNL.
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Figure 1. Look-up table-based WU-A launcher implementation. 
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Figure 2. Architecture of WU-A TDC. 
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Figure 3. Architecture of wave union launcher B. 
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Figure 4. The WU-B TDC architecture. 
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Figure 5. Timing diagram for WU-B TDC. 
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Figure 6. (a) Zynq Evaluation and Development board. (b) WU-TDC after post placement and implementation. 






Figure 6. (a) Zynq Evaluation and Development board. (b) WU-TDC after post placement and implementation.



[image: Electronics 13 02359 g006]







[image: Electronics 13 02359 g007a][image: Electronics 13 02359 g007b] 





Figure 7. Power dissipated by (a) WU-A TDC (b) WU-B TDC. 






Figure 7. Power dissipated by (a) WU-A TDC (b) WU-B TDC.



[image: Electronics 13 02359 g007a][image: Electronics 13 02359 g007b]







[image: Electronics 13 02359 g008] 





Figure 8. Bin size: 1024-unit TDC. 
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Figure 9. Bin size of plain TDC versus WU-A TDC. 
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Figure 10. Transfer function of plain TDC versus WU-A TDC. 
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Figure 11. Differential non-linearity of plain TDC versus WU-A TDC. 






Figure 11. Differential non-linearity of plain TDC versus WU-A TDC.



[image: Electronics 13 02359 g011]







[image: Electronics 13 02359 g012] 





Figure 12. Integral non-linearity of plain TDC versus WU-A TDC. 
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Figure 13. Bin size for 16,384 bins for the WU-B time-to-digital converter. 
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Figure 14. Histogram of the bin size distribution. 
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Figure 15. Differential non-linearity for the WU-B time-to-digital converter. 
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Figure 16. Integral non-linearity of WU-B time-to-digital converter. 
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Table 1. Resource utilization report for WU-TDCs.
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WU-A (1024 Counter Matrix)

	
WU-B (1024 Counter Matrix)




	
Available

	
Used

	
Utilization (%)

	
Used

	
Utilization (%)






	
Slice Registers

	
106,400

	
51,214

	
48.13

	
51,193

	
48.11




	
Slice LUTs

	
53,200

	
30,359

	
57.07

	
30,392

	
57.13




	
LUTs as logic

	
53,200

	
19,059

	
35.83

	
19,092

	
35.89




	
LUTs as memory

	
17,400

	
11,300

	
64.94

	
11,300

	
64.94




	
Slices

	
13,300

	
12,682

	
95.35

	
12,603

	
94.76




	
Block RAM

	
140

	
64.5

	
46.07

	
64.5

	
46.07




	
BUFGCTRL

	
32

	
7

	
21.88

	
7

	
21.88




	
MMCME2-ADV

	
4

	
3

	
75

	
3

	
75











 





Table 2. Comparison of wave union TDCs.
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Work

	
Method

	
Technology

	
Bins

	
LSB (ps)

	
DNL (LSB)

	
INL (LSB)






	
[20] (2008)

	
WU-A

WU-B

	
90 nm

	
64

	
30

-

	
-

-

	
-

-




	
[21] (2011)

	
WU-B

	
90 nm

	
830

	
12

	
1.1

	
8




	
[22] (2011)

	
WU-A

	
90 nm

	
256

	
3.6

	
-

	
-




	
[30] (2016)

	
Super WU-A

	
45 nm

	
2176

	
0.9

	
-

	
−26.2




	
[33] (2019)

	
Super WU-A

	
20 nm

	
8192

	
1.17

	
-

	
-




	
[28] (2019)

	
WU-A

	
28 nm

	
1018

	
1.77

	
4.5

	
−37.7




	
[23] (2020)

	
Multi-sampling WU-A

	
28 nm

	
1500

	
1.11

	
4

	
50




	
[34] (2022)

	
WU-A

	
20 nm

	
790

	
1.23–2.53

	
1.75

	
5.97




	
[35] (2021)

	
Multi-sampling WU-A and WU-B

	
28 nm

	
200

	
0.39

	
-

	
-




	
This work

	
WU-A

	
28 nm

	
1024

	
5.7

	
0.33 (RMS)

	
1.12 (RMS)




	
WU-B

	

	
16,384

	
0.356

	
0.60 (RMS)

	
1.04 (RMS)
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